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Preface

Historically, commutative algebra, whose foundations were laid by Dedekind,
Hilbert, Noether, and Krull, has developed in step with algebraic geometry, number
theory, representation theory, combinatorics, and, recently, with statistics. The
development of modern commutative algebra has been very much influenced by
the work of Kaplansky [126], Zariski–Samuel [220], Nagata [151], and Matsumura
[145].

The trend of combining commutative algebra with combinatorics originated in
the pioneering work by Richard Stanley [194] in 1975, where squarefree monomial
ideals played an important role. Since then, the study of squarefree monomial ideals
from viewpoints of both commutative algebra and combinatorics has become a
very active area of research. The standard references regarding this area include
the monographs of Stanley [199], Hibi [105], Bruns–Herzog [27], Miller–Sturmfels
[146], Bruns–Gubeladze [25], and Herzog–Hibi [94].

Since the early 1990s binomial ideals became gradually fashionable. They now
appear in various areas of commutative algebra and combinatorics as well as of
statistics. A comprehensive analysis of the algebraic properties of binomial ideals,
including their primary decompositions, was given by Eisenbud–Sturmfels [58].
Among the binomial ideals, toric ideals form a distinguished class which has first
been considered and studied by Conti–Traverso [41] in the algebraic study of integer
programming by using the theory of Gröbner bases. Sturmfels, in his influential
monograph [202], presented a first systematic treatment of toric ideals. Exciting
applications of the theory of toric ideals and their Gröbner bases to statistics were
first explored by Diaconis and Sturmfels [53] with creating a new area of research,
called computational algebraic statistics.

The present text invites the reader to become acquainted with current trends in the
combinatorial and statistical aspects of commutative algebra with the main emphasis
on binomial ideals. Apart from a few exceptions, where we refer to the books [27,
135, 145], only basic knowledge of commutative algebra is required to follow most
of the text. Part I consists of a self-contained quick introduction to the modern theory
of Gröbner bases (Chapter 1) and of reviews on several concepts of commutative
algebra (Chapter 2) which are frequently used in later chapters. Part II supplies

vii
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the reader with the ABC of binomial ideals (Chapter 3) and with that of convex
polytopes (Chapter 4). Part III provides several aspects of the theory of binomial
ideals. Topics include edge rings and edge polytopes (Chapter 5), join-meet ideals
of finite lattices (Chapter 6), binomial edge ideals (Chapter 7), ideals generated by
2-minors (Chapter 8), and binomial ideals arising from statistics (Chapter 9). Each
chapter of Part III may be read independently.

We are now in the position to discuss the contents of each chapter of the present
text in detail.

Chapter 1 summarizes the fundamental material on Gröbner bases. Starting with
Dickson’s Lemma which is a classical result in combinatorics, the definition of
Gröbner bases is introduced and the division algorithm is discussed. We then come
to the highlights of the foundation of Gröbner bases, viz., Buchberger’s criterion and
Buchberger’s algorithm. Furthermore, the elimination theorem and its application
are presented and the notion of universal Gröbner bases is considered.

Chapter 2 introduces the nonspecialist to the algebraic and homological concepts
from commutative algebra, which are relevant for the material presented in this text.
Topics include graded rings and modules, Hilbert functions, finite free resolutions,
Betti numbers, linear resolutions, linear quotients, dimension and depth, Cohen–
Macaulay rings, and Gorenstein rings. Gröbner basis techniques in the study of
ideals and algebras are discussed with a focus on Koszul algebras.

Chapter 3 provides a short introduction to the main topics of the present text,
namely, binomials and binomial ideals. Some of the elementary properties of
binomial ideals are discussed, including the important fact that the reduced Gröbner
basis of a binomial ideal consists of binomials. Toric ideals are identified as
those binomial ideals which are prime ideals. Special attention is paid to lattice
ideals. Finally Graver bases, Lawrence ideals, and squarefree divisor complexes are
introduced and studied.

Chapter 4 is a quick introduction to the fundamental theory of convex polytopes.
Integral convex polytopes are mainly studied. After recalling some basic definitions
and facts on convex polytopes, the integer decomposition property and normality
of convex polytopes are discussed. Then unimodular coverings together with
unimodular triangulations of convex polytopes are introduced. Especially, the role
of Gröbner bases in the modern analysis of convex polytopes is emphasized.

Chapter 5 deals with edge polytopes and edge rings of finite graphs. The problem
when the edge polytope of a finite graph is normal as well as the problem when the
toric ideal of an edge ring is generated by quadratic binomials is mainly studied.
These problems, whose solutions are provided in the language of finite graphs, were
the starting point on the research of edge polytopes and edge rings. Furthermore, a
characterization for the edge ring of a bipartite graph to be Koszul is supplied.

Chapter 6 offers the study on a special class of binomial ideals, the so-
called join-meet ideals, which arise from finite lattices. In the algebraic study of
join-meet ideals, Birkhoff’s fundamental structure theorem for finite distributive
lattices together with a characterization of distributive lattices due to Dedekind is
indispensable. One of the basic facts is that the join-meet ideal of a finite lattice is a
prime ideal if and only if the lattice is distributive. An example of a modular lattice
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whose join-meet ideal is not radical is presented. In addition, join-meet ideals of
non-distributive modular lattices and of planar distributive lattices are studied.

Chapter 7 is a big chapter whose topic is the study of binomial edge ideals arising
from finite graphs. This is one of the most studied classes of binomial ideals. Their
appeal results from the fact that the homological properties of these ideals reflect
nicely the combinatorics of the underlying graphs. A basic result is that the binomial
edge ideal of a finite graph possesses a squarefree initial ideal, which guarantees
that the binomial edge ideal of a finite graph is radical. The study on primary
decomposition, Cohen–Macaulayness, regularity as well as Koszulness of binomial
edge ideals is achieved. In addition, related classes of ideals such as permanental
edge ideals and Lovaśz–Saks–Schrijver ideals are also introduced and discussed.

Chapter 8 is devoted to the study of ideals generated by sets of 2-minors.
Among them are ideals of adjacent minors, inner minors of collections of cells,
and polyominoes. It is mainly discussed when the residue class rings by the
binomial ideals of these types are integral domains, normal, Cohen–Macaulay,
or Gorenstein. Furthermore, Gröbner bases as well as primary decompositions of
these binomial ideals are studied. A pending question of polyomino ideals is to
classify all polyomino ideals which are prime. In addition, the conjecture that every
polyomino ideal is radical is of interest. We show that a polyomino ideal is prime if
the polyomino is simple and find toric presentations of simple polyominoes.

Chapter 9 invites the reader, who has never studied statistics before, to explore
the exciting new research area of algebraic statistics and its relation to toric ideals
and their Gröbner bases. First, basic concepts on statistics are explained in detail.
In our study on algebraic statistics, it is required to understand what the Markov
chain Monte Carlo method is. Second, the relationship between Markov bases of
contingency tables and the sets of binomial generators of toric ideals is studied
with fascinating applications of commutative algebra to statistics. Furthermore, the
role of normality of toric rings in statistics is examined, and toric rings and toric
ideals of hierarchical models are discussed. Finally, Segre–Veronese configurations
and nested configurations for testing independence in group-wise selections are
introduced.

Each section is concluded with a list of problems, which are intended to com-
plement and provide better understanding of the topics treated there. References,
background and related topics, and results are explained in Notes located at the end
of each chapter.

We have tried as much as possible to make our presentation self-contained, and
we believe that combinatorialists as well as statisticians who are familiar with only
basic facts on commutative algebra will be able to understand most of the present
text without having to consult other textbooks or research papers.

Essen, Germany Jürgen Herzog
Suita, Osaka, Japan Takayuki Hibi
Sanda, Hyogo, Japan Hidefumi Ohsugi
March 2017
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A(P) Configuration associated with an integral polytope P
Ar1···rm(Δ) Model matrix of a hierarchical model given by Δ

βij (M) Graded Betti numbers of M

B(P) Border of the polyomino P
b(T ) Number of bipartite components of G([n]\T )

char(K) Characteristic of a field
χ2(T0) χ2 statistics of T0
C (G) The set of all T ⊂ V (G) such that T has the cut point property

for G

c(W) Number of connected components of G[n]\W
Cn Cycle of length n
˜C (Δ;K) Augmented oriented chain complex of Δ (with coefficients in

K)
conv(X) Convex hull of X

deg x Degree of x

Δ Simplicial complex
Δa Squarefree divisor complex of H (or of A)
Δ(G) Clique complex of the graph G

Δ∨ Alexander dual of Δ

depth M Depth of M

dim Dimension of a face/simplicial complex
dimK Vector space dimension
dim M Krull dimension of M

E(G) Set of edges of the graph G

F Koszul filtration
fα Binomial defined by an admissible labeling α

FT0 Set of tables with the same marginals as T0
f (P) f -vector of P
g(A) Graver complexity of A

G \ {e} Graph G with edge e omitted
G(P) Bipartite graph associated with the polyomino P
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xviii Notation

G|W Induced subgraph of G on W

H0 Null hypothesis
˜Hi(Δ;K) i-th reduced simplicial homology of Δ
˜Hi(Δ;K) i-th reduced simplicial cohomology of Δ
˜H(Δ,Γ ;K) Relative simplicial homology
H(M, i) Dimension of the i-th graded component of M

H(f,M) Koszul homology of M with respect to the sequence f
height I Height of the ideal I

HilbM(t) Hilbert series of M

IA Toric ideal of an integer matrix A

IB Lattice basis ideal of a basis B
IC Ideal generated by the set C of 2-minors
IG Toric ideal of K[G]
IΣ Stanley–Reisner ideal of Σ

I2(X) Ideal generated by the 2-minors of the matrix X

IL Lattice ideal of a lattice L

I : J Colon ideal of I with respect to J

I : J∞ Saturation of I with respect to J

I : f ∞ Saturation of I with respect to f

I : m∞ Saturation of I

in<(f ) Initial monomial of a polynomial f

in<(I) Initial ideal of an ideal I

indmatch(Γ ) Induced matching number of the graph Γ

i(P, N) Normalized Ehrhart function of P
Ir1···rm(Δ) Toric ideal of Ar1···rm(Δ)

JG Binomial edge ideal of a graph
K[Aτ,a,b,r,s] Algebra of Segre–Veronese type
K[A] Toric ring of A

K[G] Edge ring of G

K[Σ] Stanley–Reisner ring of Σ over K

Ker ϕ Kernel of the map ϕ

K[t±1
1 , . . . , t±1

d ] Laurent polynomial ring over K in the variables t1, . . . , td
K[x1, . . . , xn] Polynomial ring over K

K[P] Coordinate ring of the polyomino P
K(f,M) Koszul complex of RM with respect to the sequence f
Kn Complete graph on [n]
Kn,m Complete bipartite graph with bipartition [n]∪[m]
Λ(A) Lawrence lifting of A

Λ(r)(A) rth Lawrence lifting of A

lcm(u, v) Least common multiple of u and v

LG Lovász–Saks–Schrijver ideal of a graph
m Graded maximal ideal (x1, . . . , xn) of K[x1, . . . , xn]
m(A) Markov complexity of A

mult(w) Number of k for which xkyk divides the monomial w

[n] Set of integers {1, . . . , n}
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N<(k) Set of edges j, k with j < k

N>(k) Set of edges j, k with j > k

N(G; T ) Set of those i for which there is j ∈ T with {i, j} ∈ E(G)

NP Dilated polytope
NG(v) Neighborhood of the vertex v in the graph G

proj dim M Projective dimension of the module M

P(G) Set of all w-admissible paths of G

ΠG Permanental edge ideal of a graph
P M

R (s, t) Graded Poincaré series
Pn Path graph on [n]
PW(G) Prime ideal attached to the graph G and the subset W ⊂ [n]
pX Permanent of X

reg M Castelnuovo–Mumford regularity of the module M√
I Radical of an ideal I√
u Radical of a monomial u

r(R) Cohen–Macaulay type of R

S(f, g) S-polynomial of f and g

supp(a) Support of the vector a
supp(f ) Support of a polynomial f

type(b) Type (rth Lawrence lifting)
V (G) Set of vertices of a graph G
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Z
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Chapter 1
Polynomial Rings and Gröbner Bases

Abstract The purpose of Chapter 1 is to provide the reader with sufficient
knowledge of the basic theory of Gröbner bases which is required for reading the
later chapters. In Section 1.1, we study Dickson’s Lemma, which is a classical result
in combinatorics. Gröbner bases are then introduced and Hilbert’s Basis Theorem
and Macaulay’s Theorem follow. In Section 1.2, the division algorithm, which is
the framework of Gröbner bases, is discussed with a focus on the importance of
the remainder when performing division. The highlights of the fundamental theory
of Gröbner bases are Buchberger’s criterion and Buchberger’s algorithm presented
in Section 1.3. Furthermore, in Section 1.4, elimination theory will be introduced.
This theory is very useful for solving a system of polynomial equations. Finally, in
Section 1.5, we discuss the universal Gröbner basis of an ideal. This is a finite set
of polynomials which is a Gröbner basis for the ideal with respect to any monomial
order.

1.1 Dickson’s Lemma and Gröbner Bases

A monomial u in the variables x1, x2, . . . , xn is a product of the form

u =
n
∏

i=1

x
ai

i = x
a1
1 x

a2
2 · · · xan

n ,

where each ai is a nonnegative integer. We often use the notation u = xa, where
a = (a1, a2, . . . , an) ∈ Z

n
≥0. The degree of u is

∑n
i=1 ai . For example, the degree

of x5
2x3

4x6 is 9. In particular 1 (= x0
1x0

2 · · · x0
n) is a monomial of degree 0. A term is

a monomial together with a nonzero coefficient. For example, −7x5
2x3

4x6 is a term
of degree 9 with −7 its coefficient. A constant term is the monomial 1 together with
a nonzero coefficient.
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A polynomial is a finite sum of terms. For example,

f = −5x2
1x2x

2
3 + 2

3
x2x

3
4x2

5 − x3
3 − 7

is a polynomial with 4 terms. The monomials appearing in f are

x2
1x2x

2
3 , x2x

3
4x2

5 , x3
3 , 1

and the coefficients of f are

−5,
2

3
, −1, −7.

The degree of a polynomial is defined to be the maximal degree of monomials which
appears in the polynomial. For example, the degree of the above polynomial f is 6.
With an exception 0 is regarded as a polynomial, but the degree of 0 is undefined.
If the degree of all monomials appearing in a polynomial is equal to q, then the
polynomial is called a homogeneous polynomial of degree q. For example,

−7x2
1x3 + 3

5
x2x4x5 − x3

4 + x1x3x5

is a homogeneous polynomial of degree 3.
Let K be a field and S = K[x1, x2, . . . , xn] the set of all polynomials in

the variables x1, x2, . . . , xn with coefficients in K . If f and g are polynomials
belonging to K[x1, x2, . . . , xn], then the sum f + g and the product fg can be
defined in the obvious way. It then turns out that S is a commutative algebra, which
is called the polynomial ring in n variables over K .

Let Mn denote the set of monomials in the variables x1, x2, . . . , xn. When we
deal with monomials, we often use u, v, and w instead of

∏n
i=1 x

ai

i unless confusion
arises.

We say that a monomial u = ∏n
i=1 x

ai

i divides v = ∏n
i=1 x

bi

i if one has ai ≤ bi

for all 1 ≤ i ≤ n. We write u | v if u divides v.
Let M be a nonempty subset of Mn. A monomial u ∈ M is called a minimal

element of M if the following condition is satisfied: If v ∈ M and v | u, then v = u.

Example 1.1

(a) Let n = 1. Then a minimal element of a nonempty subset M of M1 is unique.
In fact, if q is the minimal degree of monomials belonging to M , then the
monomial x

q

1 is the unique minimal element of M .
(b) Let n = 2 and M a nonempty subset of M2. Then the number of minimal

elements of M is at most finite. To see why this is true, suppose that u1 =
x

a1
1 x

b1
2 , u2 = x

a2
1 x

b2
2 , . . . are the minimal elements of M with a1 ≤ a2 ≤ . . ..

If ai = ai+1, then either ui or ui+1 cannot be minimal. Hence a1 < a2 < . . ..
Since ui cannot divide ui+1, one has bi > bi+1. Thus b1 > b2 > . . .. Hence the
number of minimal elements of M is finite, as desired.
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Example 1.1 (b) will turn out to be true for every n ≥ 1. This fact is stated
in Dickson’s Lemma, which is a classical result in combinatorics and which can
be proved easily by using induction. On the other hand, however, Dickson’s Lemma
plays an essential role in the foundation of the theory of Gröbner bases. It guarantees
that several important algorithms terminate after a finite number of steps.

Theorem 1.2 (Dickson’s Lemma) The set of minimal elements of a nonempty
subset M of Mn is finite.

Proof We work with induction on the number of variables. First of all, it follows
from Example 1.1 that Dickson’s Lemma is true for n = 1 and n = 2. Let n > 2
and suppose that Dickson’s Lemma is true for n − 1. Let y = xn. Let N denote the
set of monomials u in the variables x1, x2, . . . , xn−1 satisfying the condition that
there exists b ≥ 0 with uyb ∈ M . Clearly N �= ∅. The induction hypothesis says
that the number of minimal elements of N is finite. Let u1, u2, . . . , us denote the
minimal elements of N . Then by the definition of N , it follows that, for each ui ,
there is bi ≥ 0 with uiy

bi ∈ M . Let b be the largest integer among b1, b2, . . . , bs .
Moreover, given 0 ≤ c < b, we define a subset Nc of N by setting

Nc = {u ∈ N : uyc ∈ M}.

Again, the induction hypothesis says that the number of minimal elements of Nc

is finite. Let u
(c)
1 , u

(c)
2 , . . . , u

(c)
sc denote the minimal elements of Nc. Then we claim

that a monomial belonging to M can be divided by one of the monomials listed
below:

u1y
b1 , . . . , usy

bs

u
(0)
1 , . . . , u

(0)
s0

u
(1)
1 y, . . . , u

(1)
s1 y

· · ·
u

(b−1)
1 yb−1, . . . , u

(b−1)
sb−1 yb−1

In fact, for a monomial w = uye ∈ M , where u is a monomial in
x1, x2, . . . , xn−1, one has u ∈ N . Hence if e ≥ b, then w is divided by one of
u1y

b1 , . . . , usy
bs . On the other hand, if 0 ≤ e < b, then, since u ∈ Ne, it follows

that w can be divided by one of u
(e)
1 ye, . . . , u

(e)
se ye. Hence each minimal element of

M must appear in the above list of monomials. In particular, the number of minimal
elements of M is finite, as required. �

A nonempty subset I of S is called an ideal of S if the following conditions are
satisfied:

• If f ∈ I, g ∈ I , then f + g ∈ I ;
• If f ∈ I, g ∈ S, then gf ∈ I .
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Example 1.3 The ideals of the polynomial ring K[x] (= K[x1]) in one variable
can be easily determined. Let I ⊂ K[x] be an ideal with at least one nonzero
polynomial and d the smallest degree of nonzero polynomials belonging to I . Let
g ∈ I be a polynomial of degree d. Given an arbitrary polynomial f ∈ I , the
division algorithm of K[x], which is learned in the elementary algebra, guarantees
the existence of unique polynomials q and r such that f = qg + r , where either
r = 0 or the degree of r is less than d. Since f and g belong to the ideal I , it
follows that r = f − qg also belongs to I . If r �= 0, then r is a nonzero polynomial
belonging to I whose degree is less than d. This contradicts the choice of d. Hence
r = 0. Thus

I = { qg : q ∈ K[x] }.

Let {fλ : λ ∈ Λ} be a nonempty subset of S. It then follows that the set of
polynomials of the form

∑

λ∈Λ

gλfλ,

where gλ ∈ S is 0 except for a finite number of λ’s, is an ideal of S, which is called
the ideal generated by {fλ : λ ∈ Λ} and is written as

({fλ : λ ∈ Λ}).

Conversely, given an arbitrary ideal I ⊂ S, there exists a subset {fλ : λ ∈ Λ} of S

with I = ({fλ : λ ∈ Λ}). The subset {fλ : λ ∈ Λ} is called a system of generators
of the ideal I . In particular, if {fλ : λ ∈ Λ} is a finite set {f1, f2, . . . , fs}, then
({f1, f2, . . . , fs}) is abbreviated as

(f1, f2, . . . , fs).

A finitely generated ideal is an ideal with a system of generators consisting of
a finite number of polynomials. In particular, an ideal with a system of generators
consisting of only one polynomial is called a principal ideal. Example 1.3 says that
every ideal of the polynomial ring in one variable is principal. However, the ideal
(x1, x2, . . . , xn) of S = K[x1, x2, . . . , xn] with n ≥ 2 cannot be a principal ideal.

Now, a monomial ideal is an ideal with a system of generators consisting of
monomials.

Lemma 1.4 Every monomial ideal is finitely generated. More precisely if I is a
monomial ideal and if {uλ : λ ∈ Λ} is its system of generators consisting of
monomials, then there exists a finite subset {uλ1 , uλ2 , . . . , uλs } of {uλ : λ ∈ Λ}
such that I = (uλ1 , uλ2 , . . . , uλs ).

Proof It follows from Theorem 1.2 that the number of minimal elements of the set of
monomials {uλ : λ ∈ Λ} is finite. Let {uλ1 , uλ2 , . . . , uλs } be the set of its minimal
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elements. We claim I = (uλ1 , uλ2 , . . . , uλs ). In fact, each f ∈ I can be expressed
as f = ∑

λ∈Λ gλuλ, where gλ ∈ S is 0 except for a finite number of λ’s. Then, for
each λ with gλ �= 0, we choose uλi

which divides uλ and set hλ = gλ(uλ/uλi
). Thus

gλuλ = hλuλi
. Hence f can be expressed as f = ∑s

i=1 fiuλi
with each fi ∈ S. �

Let I be a monomial ideal. A system of generators of I consisting of a finite
number of monomials is called a system of monomial generators of I .

Lemma 1.5 Let I = (u1, u2, . . . , us) be a monomial ideal, where u1, u2, . . . , us

are monomials. Then a monomial u belongs to I if and only if one of ui’s divides u.

Proof The sufficiency is clear. We prove the necessity. A monomial u belonging to
I can be expressed as u = ∑s

i=1 fiui with each fi ∈ S. Let fi = ∑si
j=1 a

(i)
j v

(i)
j ,

where 0 �= a
(i)
j ∈ K and where each v

(i)
j is a monomial. Since u = ∑s

i=1 fiui =
∑s

i=1(
∑si

j=1 a
(i)
j v

(i)
j )ui, there exist i and j with u = v

(i)
j ui . In other words, there is

ui which divides u, as desired. �
A system of generators of a monomial ideal does not necessarily consist of

monomials. For example, {x2
1 + x3

2 , x2
2 } is a system of generators of the monomial

ideal (x2
1 , x2

2).

Corollary 1.6 Among all systems of monomial generators of a monomial ideal,
there exists a unique system of monomial generators which is minimal with respect
to inclusion.

Proof Lemma 1.4 guarantees the existence of a system of monomial generators of
a monomial ideal I . If it is not minimal, then removing redundant monomials yields
a minimal system of monomials generators.

Now, suppose that {u1, u2, . . . , us} and {v1, v2, . . . , vt } are minimal systems of
monomial generators of I . It follows from Lemma 1.5 that, for each 1 ≤ i ≤ s, there
is vj which divides ui . Similarly, there is uk which divides vj . Consequently, uk

divides ui . Since {u1, u2, . . . , us} is minimal, one has i = k. Thus ui = vj . Hence
{u1, u2, . . . , us} ⊂ {v1, v2, . . . , vt }. Since {v1, v2, . . . , vt } is minimal, it follows
that {u1, u2, . . . , us} coincides with {v1, v2, . . . , vt }, as required. �

Let, in general, I and J be ideals of the polynomial ring S = K[x1, . . . , xn].
Then the sum I + J , the intersection I ∩ J , the colon ideal I : J of I with respect
to J , and the radical

√
I of I are defined as follows:

I + J = {f + h : f ∈ I, h ∈ J },
I ∩ J = {f ∈ S : f ∈ I, f ∈ J },
I : J = {f ∈ S : fg ∈ I for all g ∈ J },√

I = {f ∈ S : f k ∈ I for some k}.
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Then all of them are ideals of S. An ideal I of S is called radical if we have I = √
I .

Let {f1, f2, . . .} be a system of generators of I and {h1, h2, . . .} that of J . Then

{f1, f2, . . . , h1, h2, . . .}
is a system of generators of I + J . However, to find a system of generators of I ∩ J

is rather difficult, see Section 1.4.
Recall that a partial order on a set Σ is a binary relation ≤ on Σ such that, for

all a, b, c ∈ Σ , one has

(i) a ≤ a (reflexivity);
(ii) a ≤ b and b ≤ a ⇒ a = b (antisymmetry);

(iii) a ≤ b and b ≤ c ⇒ a ≤ c (transitivity).

A partially ordered set is a set Σ with a partial order ≤ on Σ . It is custom to
write a < b if a ≤ b and a �= b. A total order on Σ is a partial order ≤ on Σ such
that, for any two elements a and b belonging to Σ , one has either a ≤ b or b ≤ a.
A totally ordered set is a set Σ with a total order ≤ on Σ .

Example 1.7

(a) Let T be a nonempty set and BT the set of subsets of T . If A and B belong to
BT , then we define A ≤ B if A ⊂ B. It turns out that ≤ is a partial order on
BT , which is called a partial order by inclusion.

(b) Let N > 0 be an integer and DN the set of divisors of N . If a and b are divisors
of N , then we define a ≤ b if a divides b. Then ≤ is a partial order on DN , which
is called a partial order by divisibility. If p1, p2, . . . , pd are prime numbers with
p1 < p2 < · · · < pd and if N = p1p2 · · ·pd , then DN coincides with B[d].

Let, as before S = K[x1, x2, . . . , xn] be the polynomial ring in n variables over
K and Mn the set of monomials in the variables x1, x2, . . . , xn. A monomial order
on S is a total order < on Mn such that

(i) 1 < u for all 1 �= u ∈ Mn;
(ii) if u, v ∈ Mn and u < v, then uw < vw for all w ∈ Mn.

Example 1.8

(a) Let u = x
a1
1 x

a2
2 · · · xan

n and v = x
b1
1 x

b2
2 · · · xbn

n be monomials. We define the
total order <lex on Mn by setting u <lex v if either (i)

∑n
i=1 ai <

∑n
i=1 bi ,

or (ii)
∑n

i=1 ai = ∑n
i=1 bi and the leftmost nonzero component of the vector

(b1 − a1, b2 − a2, . . . , bn − an) is positive. It follows that <lex is a monomial
order on S, which is called the lexicographic order on S induced by the ordering
x1 > x2 > · · · > xn.

(b) Let u = x
a1
1 x

a2
2 · · · xan

n and v = x
b1
1 x

b2
2 · · · xbn

n be monomials. We define the
total order <rev on Mn by setting u <rev v if either (i)

∑n
i=1 ai <

∑n
i=1 bi ,

or (ii)
∑n

i=1 ai = ∑n
i=1 bi and the rightmost nonzero component of the vector

(b1 − a1, b2 − a2, . . . , bn − an) is negative. It follows that <rev is a monomial
order on S, which is called the reverse lexicographic order on S induced by the
ordering x1 > x2 > · · · > xn.
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(c) Let u = x
a1
1 x

a2
2 · · · xan

n and v = x
b1
1 x

b2
2 · · · xbn

n be monomials. We define the
total order <purelex on Mn by setting u <purelex v if the leftmost nonzero
component of the vector (b1 − a1, b2 − a2, . . . , bn − an) is positive. It follows
that <purelex is a monomial order on S, which is called the pure lexicographic
order on S induced by the ordering x1 > x2 > · · · > xn.

Let π = i1i2 · · · in be a permutation of [n] = {1, 2, . . . , n}. How can we define
the lexicographic order (or the reverse lexicographic order) induced by the ordering
xi1 > xi2 > · · · > xin? First, given a monomial u = x

a1
1 x

a2
2 · · · xan

n ∈ Mn, we set

uπ = x
b1
1 x

b2
2 · · · xbn

n , where bj = aij .

Second, we introduce the total order <π
lex (resp. <π

rev) on Mn by setting u <π
lex v

(resp. u <π
rev v) if uπ <lex vπ (resp. uπ <rev vπ ), where u, v ∈ Mn. It then

follows that <π
lex (reps. <π

rev) is a monomial order on S. The monomial order <π
lex

(reps. <π
rev) is called the lexicographic order (resp. reverse lexicographic order) on

S induced by the ordering xi1 > xi2 > · · · > xin .
Unless otherwise stated, we usually consider monomial orders satisfying

x1 > x2 > · · · > xn.

Example 1.9 Fix a nonzero vector w = (w1, w2, . . . , wn) with each wi ≥ 0. Let <

be a monomial order on S. We then define the total order <w on Mn as follows: If
u = x

a1
1 x

a2
2 · · · xan

n and v = x
b1
1 x

b2
2 · · · xbn

n are monomials, then we define u <w v if
either (i)

∑n
i=1 aiwi <

∑n
i=1 biwi , or (ii)

∑n
i=1 aiwi = ∑n

i=1 biwi and u < v. It
follows that <w is a monomial order on S.

Lemma 1.10 Let < be a monomial order on S. Let u and v be monomials with
u �= v and suppose that u divides v. Then u < v.

Proof Let w be a monomial with v = wu. Since u �= v, one has w �= 1. The
definition of monomial orders says that 1 < w. Hence, again, the definition of
monomial orders says that 1 · u < w · u. Thus u < v, as desired. �
Lemma 1.11 Let < be a monomial order on S. Then there exists no infinite
descending sequence of the form

u0 > u1 > u2 > · · · ,

where u0, u1, u2, . . . are monomials.

Proof Suppose on the contrary that such an infinite descending sequence exists. Let
M = {u0, u1, u2, . . .}. Theorem 1.2 then guarantees that the number of minimal
elements of M is finite. Let ui1 , ui2 , . . . , uis be the minimal elements of M , where
i1 < i2 < · · · < is . Now, if j > is , then uj must be divided by one of the minimal
elements. Let, say, uik divide uj . Then Lemma 1.10 says that uik < uj . However,
since j > is ≥ ik , it follows uik > uj and a contradiction arises. �
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We fix a monomial order < on the polynomial ring S = K[x1, x2, . . . , xn]. Given
a nonzero polynomial

f = a1u1 + a2u2 + · · · + atut

of S, where 0 �= ai ∈ K and where u1, u2, . . . , ut are monomials with

u1 > u2 > · · · > ut ,

the support of f is the set of monomials appearing in f . It is written as supp(f ).
The initial monomial of f with respect to < is the largest monomial belonging to
supp(f ) with respect to <. It is written as in<(f ). Thus

supp(f ) = {u1, u2, . . . , ut }

and

in<(f ) = {u1}.

Example 1.12 Let n = 4 and f = x1x4 −x2x3. Then supp(f ) = {x1x4, x2x3}. One
has in<lex(f ) = {x1x4} and in<rev(f ) = {x2x3}.

Let f and g be nonzero polynomials of S. Then in<(fg) = in<(f ) · in<(g). In
particular if w is a monomial, then in<(wg) = w · in<(g), see Problem 1.5. Using
this fact, we have a result on the radical of a monomial ideal. If u = x

b1
1 · · · xbn

n is a
monomial of S, then its radical

√
u is

√
u =

∏

bi>0

xi .

For example,
√

x3
1x2x

5
4 = x1x2x4. Thus in particular one has

√
u = u if and only if

each bi ≤ 1. A monomial u is called squarefree if
√

u = u. We say that a monomial
ideal I is squarefree if I = √

I .

Lemma 1.13 Let {u1, u2, . . . , us} be the minimal system of monomials generators
of the monomial ideal I = (u1, u2, . . . , us) of S. Then

√
I = (

√
u1, . . . ,

√
us).

Furthermore, I is squarefree if and only if ui is squarefree for all 1 ≤ i ≤ s.

Proof Let u = x
b1
1 x

b2
2 · · · xbn

n ∈ I be a monomial and N = max{b1, b2, . . . , bn}.
Then

√
u

N ∈ I and u ∈ √
I . Thus each of

√
u1, . . . ,

√
us belongs to

√
I .

We now show that
√

I ⊂ (
√

u1, . . . ,
√

us). Let < be a monomial order on S. Let
0 �= f ∈ √

I and write f = ∑�
k=1 ckwk , where 0 �= ck ∈ K and wk is a monomial

with w1 = in<(f ). If f N ∈ I , then one can write f N = ∑s
i=1 hiui with each

hi ∈ S. Thus in<(f N) = in<(f )N = wN
1 is divided by one of u1, . . . , us . Thus
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w1 ∈ (
√

u1, . . . ,
√

us). Hence f − c1w1 ∈ √
I . Now, by using induction on �, it

follows that f − c1w1 ∈ (
√

u1, . . . ,
√

us). Thus f ∈ (
√

u1, . . . ,
√

us), as desired.
For the second part, we only need to show that if I is squarefree, then ui = √

ui

for 1 ≤ i ≤ s. Since
√

ui divides ui , each uj with i �= j cannot divide
√

ui . Hence,
if ui �= √

ui , one has
√

ui �∈ I . Thus I �= √
I . �

Let I be an ideal of the polynomial ring S with I �= (0). The monomial ideal
generated by {in<(f ) : 0 �= f ∈ I } is called the initial ideal of I with respect to <

and is written as in<(I). In other words,

in<(I) = ({in<(f ) : 0 �= f ∈ I }).

In general, however, even if I = ({fλ}λ∈Λ), it is not necessarily true that in<(I)

coincides with ({in<(fλ)}λ∈Λ).

Example 1.14 Let n = 7. Let f = x1x4 − x2x3, g = x4x7 − x5x6 and I = ( f, g ).
Then in<lex(f ) = x1x4, in<lex(g) = x4x7. Let h = x7f − x1g = x1x5x6 − x2x3x7.
Since h ∈ I , it follows that in<lex(h) = x1x5x6 ∈ in<lex(I ). However, x1x5x6 �∈
(x1x4, x4x7). Hence (x1x4, x4x7) �= in<lex(I ).

Now, Lemma 1.4 says that the monomial ideal in<(I) is finitely generated. Thus
there exists a finite subset

{in<(f1), in<(f2), . . . , in<(fs)}

of {in<(f ) : 0 �= f ∈ I } which is a system of monomial generators of in<(I).

Definition 1.15 Let S = K[x1, x2, . . . , xn] be the polynomial ring and fix a
monomial order < on the polynomial ring. Let I be an ideal of S with I �= (0).
Then a Gröbner basis of I with respect to < is a finite set {g1, g2, . . . , gs} of nonzero
polynomials belonging to I such that {in<(g1), in<(g2), . . . , in<(gs)} is a system of
monomial generators of the initial ideal in<(I).

A Gröbner basis exists. However, a Gröbner basis cannot be unique. In fact, if
{g1, g2, . . . , gs} is a Gröbner basis of I , then any finite subset of I \ {0} which
contains {g1, g2, . . . , gs} is again a Gröbner basis of I .

Corollary 1.6 says that the monomial ideal in<(I) possesses a unique minimal
system of monomial generators. We say that a Gröbner basis {g1, g2, . . . , gs}
of I is a minimal Gröbner basis of I if {in<(g1), in<(g2), . . . , in<(gs)} is a
minimal system of monomial generators of in<(I) and if the coefficient of in<(gi)

coincides with 1 for all 1 ≤ i ≤ s. A minimal Gröbner basis exists. However,
a minimal Gröbner basis may not be unique. For example, if {g1, g2, g3, . . . , gs},
where s > 1, is a minimal Gröbner basis of I with in<(g1) < in<(g2), then
{g1, g2 + g1, g3, . . . , gs} is again a minimal Gröbner basis of I .

Theorem 1.16 Every Gröbner basis of an ideal I ⊂ S is a system of generators
of I .
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Proof Let I be an ideal of S and {g1, g2, . . . , gs} a Gröbner basis of I with respect
to a monomial order <. Then

in<(I) = (in<(g1), in<(g2), . . . , in<(gs)).

We claim I = (g1, g2, . . . , gs).
Let 0 �= f ∈ I . Since in<(f ) ∈ in<(I), there exists a monomial w together

with 1 ≤ i ≤ s such that in<(f ) = w · in<(gi). Thus in<(f ) = in<(wgi). Let ci

be the coefficient of in<(gi) in gi and c the coefficient of in<(f ) in f . Let f (1) =
cif − cwgi ∈ I . If f (1) = 0, then f = (c/ci)wgi ∈ (g1, g2, . . . , gs).

Let f (1) �= 0. Then in<(f (1)) < in<(f ). In the case that f (1) �= 0, the same
technique as we used for f can be applied to f (1) and we obtain f (2) ∈ I . If f (2) =
0, then f (1) belongs to (g1, g2, . . . , gs) and f ∈ (g1, g2, . . . , gs). If f (2) �= 0,
then in<(f (2)) < in<(f (1)). In general, if f (k−1) �= 0, then the same technique
as we used for f can be applied to f (k−1) and we obtain f (k) ∈ I . If f (k) = 0,
then f (k−1), f (k−2), . . . , f (1) belong to (g1, g2, . . . , gs) and f ∈ (g1, g2, . . . , gs).
If f (k) �= 0, then in<(f (k)) < in<(f (k−1)).

Now, suppose that f (k) �= 0 for all k ≥ 1. Then the infinite sequence

in<(f ) > in<(f (1)) > · · · > in<(f (k−1)) > in<(f (k)) > · · ·

arises. However, Lemma 1.11 rejects the existence of such a sequence. In other
words, there is q > 0 with f (q) = 0, as desired. �

Since a Gröbner basis is a finite set, Theorem 1.16 yields the so-called Hilbert
Basis Theorem.

Corollary 1.17 (Hilbert Basis Theorem) Every ideal of the polynomial ring is
finitely generated. More precisely, given a system of generators {fλ : λ ∈ Λ} of
an ideal I of S, there exists a finite subset of {fλ : λ ∈ Λ} which is a system of
generators of I .

Proof Theorem 1.16 guarantees that every ideal of the polynomial ring is finitely
generated. Let I = ({fλ : λ ∈ Λ}) be an ideal of S and {f1, f2, . . . , fs} a system
of generators of I consisting of a finite number of polynomials. Then, for each
1 ≤ i ≤ s, there exists an expression of the form fi = ∑

λ∈Λ h
(i)
λ fλ, where h

(i)
λ ∈ S

is 0 except for a finite number of λ’s. Let

Λi = { λ ∈ Λ : h
(i)
λ �= 0 }.

Then the finite set

{fλ : λ ∈ ∪s
i=1Λi}

is a system of generators of I . �
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Example 1.18 Let n = 10 and I the ideal of K[x1, x2, . . . , x10] generated by

f1 = x1x8 − x2x6, f2 = x2x9 − x3x7, f3 = x3x10 − x4x8,

f4 = x4x6 − x5x9, f5 = x5x7 − x1x10.

We claim that there exists no monomial order < on K[x1, x2, . . . , x10] such that
{f1, f2, . . . , f5} is a Gröbner basis of I with respect to <.

Suppose on the contrary that there exists a monomial order < on K[x1, x2, . . . ,

x10] such that G = {f1, f2, . . . , f5} is a Gröbner basis of I with respect to <. First,
routine computation says that each of the five polynomials

x1x8x9 − x3x6x7, x2x9x10 − x4x7x8, x2x6x10 − x5x7x8,

x3x6x10 − x5x8x9, x1x9x10 − x4x6x7

belongs to I . Let, say, x1x8x9 > x3x6x7. Since x1x8x9 ∈ in<(I), there is g ∈ G
such that in<(g) divides x1x8x9. Such g ∈ G must be f1. Hence x1x8 > x2x6.
Thus x2x6 �∈ in<(I). Hence there exists no g ∈ G such that in<(g) divides x2x6x10.
Hence x2x6x10 < x5x7x8. Thus x5x7 > x1x10. Continuing these arguments yields

x1x8x9 > x3x6x7, x2x9x10 > x4x7x8, x2x6x10 < x5x7x8,

x3x6x10 > x5x8x9, x1x9x10 < x4x6x7

and

x1x8 > x2x6, x2x9 > x3x7, x3x10 > x4x8,

x4x6 > x5x9, x5x7 > x1x10.

Hence

(x1x8)(x2x9)(x3x10)(x4x6)(x5x7) > (x2x6)(x3x7)(x4x8)(x5x9)(x1x10).

However, both sides of the above inequality coincide with x1x2 · · · x10. This is a
contradiction.

Theorem 1.19 (Macaulay) Let I be an ideal of the polynomial ring S =
K[x1, . . . , xn] and fix a monomial order < on S. Let B denote the set of monomials
w of S with w �∈ in<(I). Then B is a K-basis of the residue ring S/I as a vector
space over K .

Proof First we show that B is linearly independent in S/I . Let

f = c1u1 + · · · + crur ∈ I,
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where each 0 �= ci ∈ K and where each ui is a monomial of S with ui �∈ in<(I).
Let u1 < · · · < ur . Since 0 �= f ∈ I , it follows that ui = in<(f ) must belong to
in<(I). This contradicts ui ∈ B.

Second, in order to prove that the vector space S/I is spanned by B, we write
(B) for the subspace of S/I spanned by B. Let 0 �= f ∈ S. We then show that,
by using induction on in<(f ), f belongs to (B). Let u = in<(f ) and c ∈ K the
coefficient of u in f . If u ∈ B then, by assumption of induction, one has f − c ·u ∈
(B). Hence f ∈ (B). Let u �∈ B. Since u ∈ in<(I), there is a polynomial g ∈ I

with u = in<(g). Let c′ ∈ K be the coefficient of u in g. Then, again by assumption
of induction, it follows that c′f − cg ∈ (B). However, in S/I , the two polynomials
c′f − cg and c′f coincide. Since c′ �= 0, one has f ∈ (B). �

In Theorem 1.19 each monomial belonging to B is called standard with respect
to <.

Problems

1.1 Let I and J be ideals of the polynomial ring S = K[x1, . . . , xn]. Show that the
sum I + J , the intersection I ∩ J , the colon ideal I : J of I with respect to J , and
the radical

√
I of I are ideals of S.

1.2 Show that there is a unique monomial order on the polynomial ring K[x] in
one variable.

1.3 Show that orders given in Examples 1.8 and 1.9 are monomial orders.

1.4 There are 20 monomials of degree ≤ 3 belonging to S = K[x1, x2, x3]. Order
them with respect to the following monomial orders:

(a) the lexicographic order on S induced by the ordering x1 > x2 > x3;
(b) the reverse lexicographic order on S induced by the ordering x1 > x2 > x3;
(c) the pure lexicographic order on S induced by the ordering x1 > x2 > x3.

1.5 Let f and g be nonzero polynomials of S = K[x1, . . . , xn].
(a) Show that in<(fg) = in<(f ) · in<(g).
(b) Show that, if w is a monomial, then in<(wg) = w · in<(g).

1.6 Let S = K[x1, . . . , xn] be the polynomial ring. For a polynomial f = ∑

i fi ∈
S with fi homogeneous of degree i, each fi is called a homogeneous component of
f . Suppose that an ideal I ⊂ S is graded, that is, for each f ∈ I , all homogeneous
components of f belong to I . Let < denote the reverse lexicographic order induced
by x1 > x2 > · · · > xn. Show that for i = 1, . . . , n,

in<(I, xi+1, . . . , xn) = (in<(I), xi+1, . . . , xn).
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1.2 The Division Algorithm

The division algorithm plays a fundamental role in the theory of Gröbner bases. In
order to aid understanding of the proof of Theorem 1.20, the reader may wish to
read Example 1.22.

Theorem 1.20 (The division algorithm) We work with a fixed monomial order
< on the polynomial ring S = K[x1, x2, . . . , xn] and with nonzero polynomials
g1, g2, . . . , gs belonging to S. Then, given a polynomial 0 �= f ∈ S, there exist
f1, f2, . . . , fs and f ′ belonging to S with

f = f1g1 + f2g2 + · · · + fsgs + f ′ (1.1)

such that the following conditions are satisfied:

• If f ′ �= 0 and u ∈ supp(f ′), then none of the initial monomials in<(gi), 1 ≤ i ≤
s, divides u. In other words, if f ′ �= 0, then no monomial u ∈ supp(f ′) belongs
to the monomial ideal (in<(g1), in<(g2), . . . , in<(gs)).

• If fi �= 0, then

in<(f ) ≥ in<(figi).

Definition 1.21 The right-hand side of the Equation (1.1) is said to be a standard
expression of f with respect to g1, g2, . . . , gs and f ′ a remainder of f with respect
to g1, g2, . . . , gs .

Proof (of Theorem 1.20) Let I = (in<(g1), in<(g2), . . . , in<(gs)). If no monomial
u ∈ supp(f ) belongs to I , then the desired expression can be obtained by setting
f ′ = f and f1 = f2 = · · · = fs = 0.

Now, suppose that a monomial u ∈ supp(f ) belongs to I and write u0 for the
monomial which is biggest with respect to < among the monomials belonging to
supp(f ) ∩ I . Let, say, in<(gi0) divide u0 and w0 = u0/in<(gi0). We rewrite

f = c′0c
−1
i0

w0gi0 + h1,

where c′0 is the coefficient of u0 in f and ci0 is that of in<(gi0) in gi0 . Then

in<(w0gi0) = w0 · in<(gi0) = u0 ≤ in<(f ).

If either h1 = 0 or if h1 �= 0 and no monomial u ∈ supp(h1) belongs to I , then
f = c′0c

−1
i0

w0gi0 + h1 is a standard expression of f with respect to g1, g2, . . . , gs

and h1 is a remainder of f .
If a monomial u ∈ supp(h1) belongs to I and if u1 is the monomial which is

biggest with respect to < among the monomials belonging to supp(h1) ∩ I , then

u1 < u0
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In fact, if a monomial u with u > u0 (= in<(w0gi0)) belongs to supp(h1), then u

must belong to supp(f ). This is impossible. Moreover, since the coefficient of u0 in
f coincides with that in c′0c

−1
i0

w0gi0 , it follows that u0 cannot belong to supp(h1).
Let, say, in<(gi1) divide u1 and w1 = u1/in<(gi1). Again, we rewrite

f = c′0c
−1
i0

w0gi0 + c′1c
−1
i1

w1gi1 + h2,

where c′1 is the coefficient of u1 in h1 and ci1 is that of in<(gi1) in gi1 . Then

in<(w1gi1) < in<(w0gi0) ≤ in<(f ).

Continuing these procedures yields the descending sequence

u0 > u1 > u2 > · · ·

Lemma 1.11 thus guarantees that these procedures will stop after a finite number of
steps, say N steps, and we obtain an expression

f =
N−1
∑

q=0

c′qc−1
iq

wqgiq + hN,

where either hN = 0 or, in case of hN �= 0, no monomial u ∈ supp(hN) belongs to
I . Moreover, for each 1 ≤ q ≤ N − 1, one has

in<(wqgiq ) < · · · < in<(w0gi0) ≤ in<(f ).

Thus, by letting
∑s

i=1 figi = ∑N−1
q=0 c′qc−1

iq
wqgiq and f ′ = hN , we obtain a

standard expression f = ∑s
i=1 figi + f ′ of f , as desired. �

Example 1.22 Let <lex denote the lexicographic order on K[x, y, z] induced by
x > y > z. Let g1 = x2 − z, g2 = xy − 1 and f = x3 − x2y − x2 − 1. Each of

f = x3 − x2y − x2 − 1 = x(g1 + z) − x2y − x2 − 1

= xg1 − x2y − x2 + xz − 1 = xg1 − (g1 + z)y − x2 + xz − 1

= xg1 − yg1 − x2 + xz − yz − 1 = xg1 − yg1 − (g1 + z) + xz − yz − 1

= (x − y − 1)g1 + (xz − yz − z − 1)

and

f = x3 − x2y − x2 − 1 = x(g1 + z) − x2y − x2 − 1

= xg1 − x2y − x2 + xz − 1 = xg1 − x(g2 + 1) − x2 + xz − 1
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= xg1 − xg2 − x2 + xz − x − 1 = xg1 − xg2 − (g1 + z) + xz − x − 1

= (x − 1)g1 − xg2 + (xz − x − z − 1)

is a standard expression of f with respect to g1 and g2, and each of xz− yz− z− 1
and xz − x − z − 1 is a remainder of f .

Example 1.22 shows that in the division algorithm a remainder of f is, in general,
not unique. However,

Lemma 1.23 If a finite set {g1, g2, . . . , gs} consisting of polynomials belonging to
S is a Gröbner basis of the ideal I = (g1, g2, . . . , gs), then any nonzero polynomial
f ∈ S has a unique remainder with respect to g1, g2, . . . , gs .

Proof Suppose that each of the polynomials f ′ and f ′′ is a remainder of f with
respect to g1, . . . , gs . Let f ′ �= f ′′. Since 0 �= f ′ − f ′′ ∈ I , the initial
monomial w = in<(f ′ − f ′′) belongs to in<(I). On the other hand, since
w belongs to either supp(f ′) or supp(f ′′), it follows that w cannot belong to
(in<(g1), in<(g2), . . . , in<(gs)). However, since {g1, . . . , gs} is a Gröbner basis,
the initial ideal in<(I) coincides with (in<(g1), in<(g2), . . . , in<(gs)). This is a
contradiction. �
Corollary 1.24 Suppose that a finite set {g1, g2, . . . , gs} consisting of polynomials
belonging to S is a Gröbner basis of the ideal I = (g1, g2, . . . , gs) of S. Then a
polynomial 0 �= f ∈ S belongs to I if and only if the unique remainder of f with
respect to g1, g2, . . . , gs is 0.

Proof In general, if a remainder of a polynomial 0 �= f ∈ S with respect to
g1, g2, . . . , gs is 0, then f belongs to the ideal I = (g1, g2, . . . , gs).

Now, suppose that 0 �= f ∈ S belongs to I and that a standard expression of f

with respect to g1, g2, . . . , gs is f = f1g1+f2g2+· · ·+fsgs+f ′. Since f ∈ I , one
has f ′ ∈ I . If f ′ �= 0, then in<(f ′) ∈ in<(I). Since {g1, g2, . . . , gs} is a Gröbner
basis of I , one has in<(I) = (in<(g1), in<(g2), . . . , in<(gs)). However, since f ′ is
a remainder, in<(f ′) ∈ supp(f ′) cannot belong to (in<(g1), in<(g2), . . . , in<(gs)).
This is a contradiction. �

We work with a fixed monomial order < on the polynomial ring S =
K[x1, . . . , xn]. A Gröbner basis {g1, g2, . . . , gs} of an ideal of S is called reduced
if the following conditions are satisfied:

• The coefficient of in<(gi) in gi is 1 for all 1 ≤ i ≤ s;
• If i �= j , then none of the monomials belonging to supp(gj ) is divided by in<(gi).

A reduced Gröbner basis is a minimal Gröbner basis. However, the converse is
false. See Problem 1.9.

Theorem 1.25 A reduced Gröbner basis exists and is uniquely determined.
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Proof (Existence) Let {g1, g2, . . . , gs} be a minimal Gröbner basis of an ideal I of
S. Then {in<(g1), in<(g2), . . . , in<(gs)} is the unique minimal system of monomial
generators of the initial ideal in<(I). Thus, if i �= j , then in<(gi) cannot be divided
by in<(gj ).

First, let h1 be a remainder of g1 with respect to g2, g3, . . . , gs . Since in<(g1)

can be divided by none of in<(gj ), 2 ≤ j ≤ s, it follows that in<(h1) coincides with
in<(g1). Thus {h1, g2, . . . , gs} is a minimal Gröbner basis of I and each monomial
belonging to supp(h1) can be divided by none of in<(gj ), 2 ≤ j ≤ s.

Second, let h2 be a remainder of g2 with respect to h1, g3, . . . , gs . Since in<(g2)

can be divided by none of in<(h1)(= in<(g1)), in<(g3), . . . , in<(gs), it follows that
in<(h2) coincides with in<(g2) and {h1, h2, g3, . . . , gs} is a minimal Gröbner basis
of I with the property that each monomial belonging to supp(h1) can be divided by
none of in<(h2), in<(g3), . . . , in<(gs) and each monomial belonging to supp(h2)

can be divided by none of in<(h1), in<(g3), . . . , in<(gs).
Continuing these procedures yields polynomials h3, h4, . . . , hs and we obtain a

reduced Gröbner basis {h1, h2, . . . , hs} of I .
(Uniqueness) If {g1, g2, . . . , gs} and {g′

1, g
′
2, . . . , g

′
t } are reduced Gröbner bases

of I , then {in<(g1), in<(g2), . . . , in<(gs)} and {in<(g′
1), in<(g′

2), . . . , in<(g′
t )} are

minimal system of monomial generators of in<(I). Lemma 1.6 then says that s = t

and, after rearranging the indices, we may assume that in<(gi) = in<(g′
i ) for all

1 ≤ i ≤ s (= t). Let, say gi − g′
i �= 0. Then in<(gi − g′

i ) < in<(gi). Since
in<(gi − g′

i ) belongs to either supp(gi) or supp(g′
i ), it follows that none of in<(gj ),

j �= i, can divide in<(gi − g′
i ). Hence in<(gi − g′

i ) �∈ in<(I). This contradicts the
fact that gi − g′

i belongs to I . Hence gi = g′
i for all 1 ≤ i ≤ s. �

We write Gred(I ;<) for the reduced Gröbner basis of an ideal I of S with respect
to a monomial order <.

Corollary 1.26 Let I and J be ideals of S. Then I = J if and only if Gred(I ;<) =
Gred(J ;<).

Problems

1.7 Consider the polynomials f = x2y2z + xyz2 + xy4, g1 = x2 − xyz + y3, and
g2 = xz2 − y2z in S = K[x, y, z]. Give a standard expression of f with respect to
g1 and g2 for the following monomial orders:

(a) the lexicographic order on S induced by the ordering x > y > z;
(b) the reverse lexicographic order on S induced by the ordering x > y > z;
(c) the pure lexicographic order on S induced by the ordering x > y > z.

1.8 Let G be a Gröbner basis of an ideal I of S = K[x1, . . . , xn].
(a) Let r be a remainder of f ∈ S with respect to G . Show that f belongs to

√
I if

and only if r belongs to
√

I .
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(b) Show that I is radical (that is, I = √
I ), if the initial ideal in<(I) is generated

by squarefree monomials,

1.9 Show that any reduced Gröbner basis is a minimal Gröbner basis. Give a
counterexample of the converse of the above statement.

1.3 Buchberger’s Criterion

The highlights of the theory of Gröbner bases must be Buchberger’s criterion and
Buchberger’s algorithm. A Gröbner basis of an ideal is its system of generators. It
is then natural to ask: Given a system of generators of an ideal, how can we decide
whether they form its Gröbner basis or not? The answer is Buchberger’s criterion,
which also yields an algorithm called Buchberger’s algorithm. Starting from a
system of generators of an ideal, the algorithm supplies the effective procedure to
compute a Gröbner basis of the ideal. The discovery of the algorithm is one of the
most important achievements of Buchberger.

Let, as before, S = K[x1, . . . , xn] denote the polynomial ring over K . We work
with a fixed monomial order < on S and, for simplicity, omit the phrase “with
respect to <”, if there is no danger of confusion.

The least common multiple lcm(u, v) of two monomials u = x
a1
1 x

a2
2 · · · xan

n and

v = x
b1
1 x

b2
2 · · · xbn

n is the monomial x
c1
1 x

c2
2 · · · xcn

n with each ci = max{ ai, bi }.
Let f and g be nonzero polynomials of S. Let cf be the coefficient of in<(f ) in

f and cg that of in<(g) in g. Then the polynomial

S(f, g) = lcm(in<(f ), in<(g))

cf · in<(f )
f − lcm(in<(f ), in<(g))

cg · in<(g)
g

is called the S-polynomial of f and g.
In other words, the S-polynomial of f and g can be obtained by canceling the

initial monomials of f and g. For example, if f = x1x4−x2x3 and g = x4x7−x5x6,
then with respect to <lex one has

S(f, g) = x7f − x1g = x1x5x6 − x2x3x7,

and with respect to <rev one has

S(f, g) = −x5x6f + x2x3g = x2x3x4x7 − x1x4x5x6.

We say that f reduces to 0 with respect to g1, g2, . . . , gs if there is a standard
expression (1.1) of f with respect to g1, g2, . . . , gs with f ′ = 0.

Lemma 1.27 Let f and g be nonzero polynomials of S and suppose that in<(f )

and in<(g) are relatively prime, i.e., lcm(in<(f ), in<(g)) = in<(f )in<(g). Then
S(f, g) reduces to 0 with respect to f, g.
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Proof To simplify the notation, we assume that each of the coefficients of in<(f )

in f and in<(g) in g is 1. Let f = in<(f )+ f1 and g = in<(g)+ g1. Since in<(f )

and in<(g) are relatively prime, it follows that

S(f, g) = in<(g)f − in<(f )g

= (g − g1)f − (f − f1)g

= f1g − g1f.

We claim that in<(f1)in<(g) cannot coincide with in<(g1)in<(f ). In fact, if we
have in<(f1)in<(g) = in<(g1)in<(f ), then, since in<(f ) and in<(g) are relatively
prime, it follows that in<(f ) divides in<(f1). However, since in<(f1) < in<(f ),
this is impossible. Let, say, in<(f1g) < in<(g1f ). Then in<(S(f, g)) = in<(g1f ).
Hence S(f, g) = f1g − g1f is a standard expression of S(f, g) with respect to f, g

with a remainder 0. Thus S(f, g) reduces to 0 with respect to f, g. �
We now come to the most important theorem in the theory of Gröbner bases.

Lemma 1.28 Let w be a monomial and f1, f2, . . . , fs polynomials with in<(fi) =
w for all 1 ≤ i ≤ s. Let g = ∑s

i=1 bifi with each bi ∈ K and suppose that
in<(g) < w. Then there exist cjk ∈ K with

g =
∑

1≤j, k≤s

cjkS(fj , fk).

Proof Let ci be the coefficient of w = in<(fi) in fi . Then
∑s

i=1 bici = 0. Let
gi = (1/ci)fi . Then

S(fj , fk) = gj − gk, 1 ≤ j, k ≤ s.

Hence

s
∑

i=1

bifi =
s
∑

i=1

bicigi

= b1c1(g1−g2) + (b1c1+b2c2)(g2−g3) + (b1c1 + b2c2 + b3c3)(g3 − g4)

+ · · · + (b1c1 + · · · + bs−1cs−1)(gs−1 − gs) + (b1c1 + · · · + bscs)gs.

Since
∑s

i=1 bici = 0, it follows that

s
∑

i=1

bifi =
s
∑

i=2

(b1c1 + · · · + bi−1ci−1)S(fi−1, fi),

as desired. �
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Theorem 1.29 (Buchberger’s criterion) Let I be an ideal of the polynomial ring
S and G = {g1, g2, . . . , gs} a system of generators of I . Then G is a Gröbner basis
of I if and only if the following condition is satisfied:

(�) For all i �= j , S(gi, gj ) reduces to 0 with respect to g1, g2, . . . , gs .

Proof (“Only If”) Suppose that a system of generators G = {g1, g2, . . . , gs} is a
Gröbner basis of I . Since the S-polynomial S(gi, gj ) of gi and gj belongs to the
ideal (gi, gj ), we have, in particular, S(gi, gj ) ∈ I . Since G is a Gröbner basis of I ,
Corollary 1.24 guarantees that S(gi, gj ) reduces to 0 with respect to g1, g2, . . . , gs ,
as required.

(“If”) Let G = {g1, g2, . . . , gs} be a system of generators of I which satisfies
the condition (�).

(First Step) If a nonzero polynomial f belongs to I , then we write Hf for the
set of sequences (h1, h2, . . . , hs) with each hi ∈ S such that

f =
s
∑

i=1

higi . (1.2)

Since G = {g1, g2, . . . , gs} is a system of generators of I , it follows that
Hf is nonempty. We associate each sequence (h1, h2, . . . , hs) ∈ Hf with the
monomial

δ(h1,h2,...,hs ) = max{in<(higi) : higi �= 0}.

Then

in<(f ) ≤ δ(h1,h2,...,hs ). (1.3)

Now, among all of the monomials δ(h1,h2,...,hs ) with (h1, h2, . . . , hs) ∈ Hf , we
are especially interested in the monomial

δf = min
(h1,h2,...,hs )∈Hf

δ(h1,h2,...,hs ).

Then the inequality (1.3) says that

in<(f ) ≤ δf .

In the following discussion, we will assume that the monomial δ(h1,h2,...,hs )

arising from the equality (1.2) coincides with δf .
(Second Step) Suppose for a while that in<(f ) = δf . Then, in the right-

hand side of the equality (1.2), there is higi �= 0 with in<(f ) =
in<(higi). In particular in<(f ) belongs to the monomial ideal generated by
in<(g1), in<(g2), . . . , in<(gs).
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Hence, if we can prove that in<(f ) = δf for any nonzero polynomial f ∈ I ,
then

in<(I) = (in<(g1), in<(g2), . . . , in<(gs))

and G turns out to be a Gröbner basis of I .
(Third Step) Now, suppose that there is a nonzero polynomial f ∈ I with

in<(f ) < δf . If we can get a contradiction, then our proof finishes.

We rewrite the right-hand side of the equality (1.2) as

(�) f =
∑

in<(higi )=δf

higi +
∑

in<(higi )<δf

higi

=
∑

in<(higi )=δf

ci · in<(hi)gi

+
∑

in<(higi )=δf

(hi − ci · in<(hi))gi +
∑

in<(higi )<δf

higi,

where ci ∈ K is the coefficient of in<(hi) in hi . The first equality is clear. The
second equality is the consequence of the simple rewriting

hi = ci · in<(hi) + (hi − ci · in<(hi)).

A crucial fact is that every monomial u belonging to the support of

∑

in<(higi )=δf

(hi − ci · in<(hi))gi +
∑

in<(higi )<δf

higi

satisfies u < δf . Hence, the hypothesis that in<(f ) < δf guarantees that

in<

(

∑

in<(higi )=δf

ci · in<(hi)gi

)

< δf .

However, since in<(higi) = δf , one has

in<(in<(hi)gi) = δf .

It then follows from Lemma 1.28 that, by using those S-polynomials

S(in<(hj )gj , in<(hk)gk)

with in<(hjgj ) = in<(hkgk) = δf and cjk ∈ K , we can rewrite the first sum in the
right-hand side of the second equality of (�) as follows:



1.3 Buchberger’s Criterion 23

∑

in<(higi )=δf

ci · in<(hi)gi =
∑

j,k

cjkS(in<(hj )gj , in<(hk)gk). (1.4)

Since in<(hjgj ) = in<(hkgk) = δf , it follows that

S(in<(hj )gj , in<(hk)gk) = (1/bj )in<(hj )gj − (1/bk)in<(hk)gk,

where bj is the coefficient of in<(gj ) in gj . Here each monomial u belonging to the
support of S(in<(hj )gj , in<(hk)gk) satisfies u < δf .

Let

ujk = δf /lcm(in<(gj ), in<(gk)).

Then

ujkS(gj , gk) = ujk

[

lcm(in<(gj ), in<(gk))

bj · in<(gj )
gj − lcm(in<(gj ), in<(gk))

bk · in<(gk)
gk

]

= δf

[

1

bj · in<(gj )
gj − 1

bk · in<(gk)
gk

]

= in<(hj )

bj

gj − in<(hk)

bk

gk

= S(in<(hj )gj , in<(hk)gk).

By using the equality (1.4), there exists an expression of the form

∑

in<(higi )=δf

ci · in<(hi)gi =
∑

j,k

cjkujkS(gj , gk), cjk ∈ K (1.5)

with

in<(ujkS(gj , gk)) < δf .

The condition (�) guarantees the existence of an expression of S(gj , gk) of the form

S(gj , gk) =
s
∑

i=1

p
jk
i gi, in<(p

jk
i gi) ≤ in<(S(gj , gk)), (1.6)

where p
jk
i ∈ S. Combining (1.6) with (1.5) yields

∑

in<(higi )=δf

ci · in<(hi)gi =
∑

j,k

cjkujk(

s
∑

i=1

p
jk
i gi). (1.7)
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We rewrite the right-hand side of the equality (1.7) as
∑s

i=1 h′
igi . Then

in<(h′
igi) < δf .

Finally, by virtue of (1.7) together with the second equality of (�), it turns out that
there exists an expression of f of the form

f =
s
∑

i=1

h′′
i gi , in<(h′′

i gi) < δf .

The existence of such an expression contradicts the definition of δf , as desired. �
In applying Buchberger’s criterion it is not always necessary to check whether all

S-polynomials S(gi, gj ) with i �= j reduce to 0 with respect to g1, . . . , gs . In fact,
Lemma 1.27 says that if in<(gi) and in<(gj ) are relatively prime, then S(gi, gj )

reduces to 0 with respect to gi, gj . Thus in particular S(gi, gj ) reduces to 0 with
respect to g1, g2, . . . , gs . Hence we only check those S-polynomials S(gi, gj ) with
i �= j such that in<(gi) and in<(gj ) possess at least one common variable.

Corollary 1.30 If g1, . . . , gs are nonzero polynomials belonging to S such that
in<(gi) and in<(gj ) are relatively prime for all i �= j , then {g1, . . . , gs} is a
Gröbner basis of I = (g1, . . . , gs).

Example 1.31 Let n = 7 and consider the reverse lexicographic order <rev. Let
f = x1x4 − x2x3, g = x4x7 − x5x6 and I = (f, g). Then, since in<rev(f ) = x2x3
and in<rev(g) = x5x6 are relatively prime, it follows that {f, g} is a Gröbner basis
of I with respect to <rev.

Example 1.32 Let f = x1x4 − x2x3, g = x4x7 − x5x6 and I = ( f, g ).
Example 1.14 shows that {f, g} cannot be a Gröbner basis of I with respect to
the lexicographic order <lex. On the other hand, if h = S(f, g) = x1x5x6 − x2x3x7,
then {f, g, h} is a Gröbner basis of I with respect to <lex. To see why this is true,
we must check the criterion (�) for S(f, g), S(g, h), and S(f, h). First, S(f, g) = h

reduces to 0 with respect to h. Since in<lex(g) and in<lex(h) are relatively prime,
S(g, h) reduces to 0 with respect to g, h. Moreover, since

S(f, h) = x5x6f − x4h = x2x3x4x7 − x2x3x5x6 = x2x3g,

it follows that S(f, h) reduces to 0 with respect to g.

One of the advantages of Buchberger’s criterion is that it yields an algorithm,
called Buchberger’s algorithm, which supplies a procedure for computing a Gröbner
basis of an ideal I of S from a system of generators of I .

• Let I be an ideal of the polynomial ring S and G = {g1, g2, . . . , gs} its system
of generators. If each S-polynomial S(gi, gj ), 1 ≤ i < j ≤ s, reduces to 0
with respect to g1, g2, . . . , gs , then Buchberger’s criterion guarantees that G is a
Gröbner basis of I .
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• Otherwise there is S(gi, gj ) with nonzero remainder gs+1. It follows from the
definition of a remainder that none of in<(gi) ∈ G divides in<(gs+1). Hence the
monomial ideal

(in<(g1), in<(g2), . . . , in<(gs))

is strictly contained in the monomial ideal

(in<(g1), in<(g2), . . . , in<(gs), in<(gs+1)).

• Since S(gi, gj ) ∈ I , it follows that gs+1 ∈ I . Now, replace G with

G ′ = G ∪ {gs+1},

which is a system of generators of I with a redundant polynomial gs+1. We then
apply Buchberger’s criterion to G ′. If each S(gi, gj ), 1 ≤ i < j ≤ s +1, reduces
to 0 with respect to g1, g2, . . . , gs, gs+1, then Buchberger’s criterion guarantees
that G ′ is a Gröbner basis of I .

• Otherwise there is S(gk, g�) with nonzero remainder gs+2 and

(in<(g1), in<(g2), . . . , in<(gs), in<(gs+1))

is strictly contained in

(in<(g1), in<(g2), . . . , in<(gs), in<(gs+1), in<(gs+2)).

• Again, the remainder gs+2 belongs to I . We thus apply Buchberger’s criterion
to G ′′ = G ′ ∪ {gs+2}, which is a system of generators of I with redundant
polynomials gs+1 and gs+2.

• By virtue of Theorem 1.2, it follows that the above procedure will terminate after
a finite number of steps, and a Gröbner basis of I can be obtained.

• In fact, if the above procedure will eternally persist, then there exists a strictly
increasing infinite sequence of monomial ideals

(in<(g1), . . . , in<(gs)) ⊂ (in<(g1), . . . , in<(gs), in<(gs+1))

⊂ · · · ⊂ (in<(g1), . . . , in<(gs), in<(gs+1), . . . , in<(gs+k)) ⊂ · · ·

Theorem 1.2 says that the set of minimal elements of the set of monomials

M = {in<(g1), . . . , in<(gs), in<(gs+1), . . .}

is finite. If

in<(gi1), in<(gi2), . . . , in<(giq ), i1 < i2 < · · · < iq,
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are the minimal elements of M , then for all j > iq one has

(in<(gi1), in<(gi2), . . . , in<(giq ))

= (in<(g1), in<(g2), . . . , in<(giq ), in<(giq+1), . . . , in<(gj )),

which is a contradiction.

The reader may have observed that the basic fact which guarantees that the above
procedure terminates after a finite number of steps is again Theorem 1.2. The above
algorithm which, starting from a system of generators of I , enables us to find a
Gröbner basis of I is said to be Buchberger’s algorithm

Example 1.33 We follow Example 1.18. Let n = 10 and I = (f1, f2, f3, f4, f5)

the ideal of K[x1, x2, . . . , x10], where

f1 = x1x8 − x2x6, f2 = x2x9 − x3x7, f3 = x3x10 − x4x8,

f4 = x4x6 − x5x9, f5 = x5x7 − x1x10.

In Example 1.18 it is shown that there exists no monomial order < such that F =
{f1, f2, f3, f4, f5} is a Gröbner basis of I . In what follows, by using Buchberger’s
algorithm, we compute a Gröbner basis of I with respect to the lexicographic order
as well as that with respect to the reverse lexicographic order.

(Lexicographic order) The initial monomials of f1, f2, f3, f4, f5 are

x1x8, x2x9, x3x10, x4x6, x1x10,

respectively. Recall that if in<lex(fi) and in<lex(fj ) with i �= j are relatively prime,
then S(fi, fj ) reduces to 0. Thus the S-polynomials which we must check are

S(f1, f5) = x10f1 + x8f5 = x5x7x8 − x2x6x10,

S(f3, f5) = x1f3 + x3f5 = x3x5x7 − x1x4x8.

One has

S(f3, f5) = −x4f1 − x2x4x6 + x3x5x7

= −x4f1 − x2f4 − x2x5x9 + x3x5x7

= −x4f1 − x2f4 − x5f2,

which reduces to 0. On the other hand, S(f1, f5) itself is a remainder with respect
to f1, f2, f3, f4, f5. Thus, letting

f6 = x5x7x8 − x2x6x10,
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we consider F ′ = {f1, f2, f3, f4, f5, f6} to be a system of generators of I

(with a redundant polynomial f6) and apply Buchberger’s criterion to F ′. Since
in<lex(f6) = x2x6x10, the S-polynomials which we must check are

S(f2, f6) = x6x10f2 + x9f6 = x5x7x8x9 − x3x6x7x10

= x7(x5x8x9 − x3x6x10) = x7(−x6f3 − x4x6x8 + x5x8x9)

= −x7(x6f3 + x8f4),

S(f3, f6) = x2x6f3 + x3f6 = x3x5x7x8 − x2x4x6x8

= x8(x3x5x7 − x2x4x6) = x8(−x2f4 − x2x5x9 + x3x5x7)

= −x8(x5f2 + x2f4),

S(f4, f6) = x2x10f4 + x4f6 = x4x5x7x8 − x2x5x9x10

= x5(x4x7x8 − x2x9x10) = x5(−x10f2 − x3x7x10 + x4x7x8)

= −x5(x10f2 + x7f3),

S(f5, f6) = −x2x6f5 + x1f6 = x1x5x7x8 − x2x5x6x7

= x5x7f1.

Each of them reduces to 0. Thus F ′ is a Gröbner basis of I with respect to the
lexicographic order.

(Reverse lexicographic order) The initial monomials of f1, f2, f3, f4, f5 are

x2x6, x3x7, x4x8, x4x6, x5x7,

respectively. Thus the S-polynomials which we must check are

S(f1, f4) = −x4f1 − x2f4 = x2x5x9 − x1x4x8,

S(f2, f5) = −x5f2 − x3f5 = x1x3x10 − x2x5x9,

S(f3, f4) = −x6f3 − x8f4 = x5x8x9 − x3x6x10.

Since

S(f1, f4) = x1f3 + x2x5x9 − x1x3x10,

its remainder is −S(f2, f5). Thus, letting

f6 = x2x5x9 − x1x3x10,

f7 = x5x8x9 − x3x6x10,
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we consider F ′′ = {f1, f2, f3, f4, f5, f6, f7} to be a system of generators of I and
apply Buchberger’s criterion to F ′′. The initial monomials of f6 and f7 are x2x5x9
and x5x8x9, respectively. Thus the S-polynomials which we must check are

S(f1, f6) = −x5x9f1 − x6f6 = x1x3x6x10 − x1x5x8x9

= x1(x3x6x10 − x5x8x9) = −x1f7,

S(f3, f7) = −x5x9f3 − x4f7 = x3x4x6x10 − x3x5x9x10

= x3x10(x4x6 − x5x9) = x3x10f4,

S(f5, f6) = x2x9f5 − x7f6 = x1x3x7x10 − x1x2x9x10

= x1x10(x3x7 − x2x9) = −x1x10f2,

S(f5, f7) = x8x9f5 − x7f7 = x3x6x7x10 − x1x8x9x10

= x10(x3x6x7 − x1x8x9) = x10(−x6f2 + x2x6x9 − x1x8x9)

= −x10(x6f2 + x9f1).

Each of them reduces to 0. Thus F ′′ is a Gröbner basis of I with respect to the
reverse lexicographic order.

Problems

1.10 Let I = (x2 − xyz + y3, xz2 − y2z) be an ideal of S = K[x, y, z]. Using
Buchberger’s algorithm, compute a Gröbner basis of I with respect to the following
monomial orders:

(a) the lexicographic order on S induced by the ordering x > y > z;
(b) the reverse lexicographic order on S induced by the ordering x > y > z;
(c) the pure lexicographic order on S induced by the ordering x > y > z.

1.4 Elimination

Let S = K[x1, x2, . . . , xn] be the polynomial ring and write Bi1i2···im for the subset
of S consisting of those f ∈ S such that each monomial belonging to supp(f ) is a
monomial in the variables xi1 , xi2 , . . . , xim , where 1 ≤ i1 < i2 < · · · < im ≤ n.
Thus

Bi1i2···im = K[xi1 , xi2 , . . . , xim ].
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If f and g belong to Bi1i2···im , then the sum and the product of f and g again belong
to Bi1i2···im . Thus Bi1i2···im is a polynomial ring.

A monomial order < on S naturally induces a monomial order <′ on Bi1i2···im .
More precisely, for monomials u and v belonging to Bi1i2···im , one has u <′ v if
and only if u < v in S. Unless confusion arises, the monomial order <′ on Bi1i2···im
induced by a monomial order < on S will be also written as <.

In general, if I is an ideal of S, then I ∩ Bi1i2···im is an ideal of Bi1i2···im , see
Problem 1.11. It is then natural to ask, for a given Gröbner basis G of I , whether
G ∩ Bi1i2···im is a Gröbner basis of I ∩ Bi1i2···im or not.

Theorem 1.34 (The elimination theorem) Let < be a monomial order on S and
G a Gröbner basis of an ideal I of S with respect to <. Suppose that

For each g ∈ G , one has g ∈ Bi1i2···im if in<(g) ∈ Bi1i2···im . (1.8)

Then G ∩ Bi1i2···im is a Gröbner basis of I ∩ Bi1i2···im with respect to < on Bi1i2···im .

Proof What we must prove is that the initial ideal in<(I ∩ Bi1i2···im) of the ideal
I ∩ Bi1i2···im is generated by

{in<(g) : g ∈ G ∩ Bi1i2···im}.

Let u be a monomial belonging to in<(I ∩ Bi1i2···im). Then there is 0 �= f ∈ I ∩
Bi1i2···im with in<(f ) = u. Since f ∈ I , one has u ∈ in<(I). Now, since G is a
Gröbner basis of I , there is g ∈ G such that in<(g) divides u. Since u ∈ Bi1i2···im and
since in<(g) divides u, it follows that in<(g) ∈ Bi1i2···im . Hence the condition (1.8)
guarantees that g belongs to Bi1i2···im . Consequently, for any monomial u belonging
to the initial ideal in<(I ∩ Bi1i2···im), there is g ∈ G ∩ Bi1i2···im such that in<(g)

divides u. Hence in<(I ∩Bi1i2···im) is generated by {in<(g) : g ∈ G ∩Bi1i2···im}, as
desired. �
Corollary 1.35 Let <purelex denote the pure lexicographic order on S and

B≥p = K[xp, xp+1, . . . xn].

Let G be a Gröbner basis of an ideal I of S with respect to <purelex. Then G ∩ B≥p

is a Gröbner basis of I ∩ B≥p with respect to <purelex.

Proof We must prove the condition (1.8) is satisfied. If g ∈ G and if its initial
monomial in<purelex(g) belongs to B≥p, then in<purelex(g) is a monomial in the
variables xp, xp+1, . . . xn. Hence by the definition of the pure lexicographic order
<purelex it follows that each monomial belonging to the support of g is a monomial
in xp, xp+1, . . . xn. Thus g ∈ B≥p, as desired. �
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As one of the typical applications of Corollary 1.35, we discuss the problem of
computing the intersection of ideals. With adding a new variable t to S, we consider
the polynomial ring

S[t] = K[t, x1, x2, . . . , xn]

in n+1 variables. If I and J are ideals of S, then we introduce ideals tI and (1−t)J

of S[t] as follows:

tI = ({tf : f ∈ I }),
(1 − t)J = ({(1 − t)f : f ∈ J }).

Lemma 1.36 As ideals of S one has

I ∩ J = (tI + (1 − t)J ) ∩ S.

Proof Let f ∈ S belong to I ∩ J . Since f ∈ I one has tf ∈ tI , and since f ∈ J ,
one has(1 − t)f ∈ (1 − t)J . Hence f = tf + (1 − t)f ∈ tI + (1 − t)J .

On the other hand, if a polynomial f (x) = f (x1, . . . , xn) ∈ S belongs to tI +
(1 − t)J , then there exist fi ∈ I , f ′

j ∈ J and hi, h
′
j ∈ S[t] such that

f = t
∑

i

fi(x)hi(t, x) + (1 − t)
∑

j

f ′
j (x)h′

j (t, x).

Letting t = 0 one has f = ∑

j f ′
j (x)h′

j (0, x) ∈ J , and letting t = 1 one has
f = ∑

i fi(x)hi(1, x) ∈ I . Hence f ∈ I ∩ J , as required. �
Let <purelex be the pure lexicographic order on the polynomial ring S[t] =

K[t, x1, x2, . . . , xn] induced by the ordering t > x1 > x2 > · · · > xn. Let I

and J be ideal of S. If {f1, f2, . . .} is a system of generators of I and {h1, h2, . . .}
that of J , then a system of generators of the ideal tI + (1 − t)J of K[t, x] is

{tf1, tf2, . . . , (1 − t)h1, (1 − t)h2, . . .}.

Now Buchberger’s algorithm gives a Gröbner basis G of tI + (1 − t)J with respect
to <purelex. Corollary 1.35 then guarantees that

G ′ = { g ∈ G : t does not appear in g }

is a Gröbner basis of (tI + (1 − t)J ) ∩ S. Hence Lemma 1.36 says that G ′ is a
Gröbner basis of I ∩ J with respect to the pure lexicographic order on S induced by
x1 > x2 > · · · > xn. Thus in particular G ′ is a system of generators of I ∩ J .

Example 1.37 Let n = 2. Let I = (x2) and J = (xy) be ideals of K[x, y].
We compute I ∩ J . We apply Buchberger’s algorithm to the system of generators
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{tx2, (1−t)xy} of the ideal tI+(1−t)J of K[t, x, y]. The S-polynomial of tx2 and
(1 − t)xy is x2y. We then apply Buchberger’s criterion to the system of generators
{tx2, (1 − t)xy, x2y} of tI + (1 − t)J . The S-polynomial of tx2 and x2y is 0. The
S-polynomial of (1 − t)xy and x2y is x2y. Thus {tx2, (1 − t)xy, x2y} is a Gröbner
basis of tI + (1 − t)J . Hence I ∩ J = (x2y).

Example 1.38 Let n = 1. Let I = (x(x − 1)) and J = (x3) be ideals of K[x].
In order to compute I ∩ J , Buchberger’s algorithm can be applied to the system of
generators {tx(1 − x), (1 − t)x3} of the ideal tI + (1 − t)J of K[t, x]. A routine
computation shows that

{tx(1 − x), (1 − t)x3, (t − x2)x, x5 − x3, x4 − x3}

is a Gröbner basis of tI + (1 − t)J . In particular the initial ideal of tI + (1 − t)J is
(x4, tx). Hence the reduced Gröbner basis of tI + (1 − t)J is {(t − x2)x, x4 − x3}.
Thus I ∩ J = (x4 − x3).

Let I be a graded ideal of S and m = (x1, . . . , xn) the graded maximal ideal of
S. The ideal I is called saturated if I : m = I . The saturation of I is the ideal

I : m∞ =
∞
⋃

k=1

(I : mk).

For a graded ideal I of S and a polynomial f ∈ S, the saturation of I with respect
to f is the ideal

I : f ∞ = {g ∈ S : there exists i > 0 such that f ig ∈ I }.

Then

I : m∞ =
n
⋂

i=1

(I : x∞
i ),

see Problem 1.13. Hence the following proposition is important.

Proposition 1.39 Let I be an ideal of S and f a polynomial of S. Then

I : f ∞ = ˜I ∩ S,

where ˜I is the ideal generated in S[t] by I and the polynomial 1 − f t .

Proof Let g be a nonzero polynomial in I : f ∞. Then f ig ∈ I for some i > 0.
Since

g = f igt i + (1 − f it i)g = f igt i + (1 − f t)(1 + f t + · · · + f i−1t i−1)g

belongs to (I, 1 − f t), we have I : f ∞ ⊂ ˜I ∩ S.
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Let g be a polynomial in ˜I ∩ S. Suppose that I is generated by f1, . . . , fs . Then

g = a1f1 + · · · + asfs + v(1 − tf ) (1.9)

for some a1, . . . , as, v ∈ S[t]. Substituting t by 1/f in the Equation (1.9), we have

g = a1(1/f, x1, . . . , xn)f1 + · · · + as(1/f, x1, . . . , xn)fs.

For a large enough i, f iaj (1/f, x1, . . . , xn) belongs to S for all 1 ≤ j ≤ s. Then
f ig = f ia1(1/f, x1, . . . , xn)f1+· · ·+f ias(1/f, x1, . . . , xn)fs belongs to I . Hence
g belongs to I : f ∞. Thus I : f ∞ ⊃ ˜I ∩ S, as desired. �

On the other hand, there is another method to compute (I : x∞
i ).

Proposition 1.40 Let I be a graded ideal of S and G be the reduced Gröbner basis
of I with respect to the reverse lexicographic order induced by x1 > x2 > · · · > xn.
Then

G ′ = {g/xk
n : g ∈ G , k ∈ Z≥0, xk

n divides g, xk+1
n does not divide g}

is a Gröbner basis of (I : x∞
n ).

Proof Let f be a nonzero polynomial in (I : x∞
n ). Then xi

nf ∈ I for some i >

0. Since G is a Gröbner basis of I , there exists g ∈ G such that in(g) divides
in(xi

nf ) = xi
nin(f ). Let k ≥ 0 be an integer such that xk

n divides g, and xk+1
n does

not divide g. Then h = g/xk
n belongs to G ′. Since xn is the smallest variable, it

follows that xk
n divides in(g) and xk+1

n does not divide in(g). Hence xn does not
divide in(h) = in(g)/xk

n . Thus in(h) divides in(f ) as desired. �

Problems

1.11 Let I be an ideal of S = K[x1, . . . , xn] and let Bi1i2···im = K[xi1 , xi2 , . . . , xim ],
where 1 ≤ i1 < i2 < · · · < im ≤ n. Show that I ∩ Bi1i2···im is an ideal of Bi1i2···im .

1.12 Let I = (x2 + y2 + z2, xy + xz + yz, xyz) be an ideal of S = K[x, y, z].
By using the elimination theorem, compute a set of generators of I ∩ K[y, z].
1.13 Let I be a graded ideal of S = K[x1, . . . , xn] and m the graded maximal ideal
of S. Show

I : m∞ =
n
⋂

i=1

(I : x∞
i ).
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1.14 Let I = (x1x5 − x2x4, x2x6 − x3x5) be an ideal of S = K[x1, . . . , x6].
Compute a set of generators of I : (x1 · · · x6)

∞ = (· · · ((I : x∞
1 ) : x∞

2 ) · · · ) : x∞
6

by using

(a) Proposition 1.39;
(b) Proposition 1.40.

1.5 Universal Gröbner Bases

For an ideal I ⊂ K[x], a finite set of polynomials of I is called a universal Gröbner
basis of I if it is a Gröbner basis of I with respect to any monomial order. By the
following theorem, a universal Gröbner basis always exists.

Theorem 1.41 Let (0) �= I ⊂ K[x] be an ideal. Then, there exist only finitely many
initial ideals for I .

Proof Let Σ0 = {in<(I) : < is a monomial order on K[x]}. Suppose that Σ0 is
an infinite set. We choose a nonzero polynomial f1 ∈ I . Then, since f1 has only
finitely many monomials, there exists a monomial m1 appearing in f1 such that
Σ1 = {M ∈ Σ0 : m1 ∈ M} is an infinite set. Then there exists a monomial
order < such that m1 ∈ in<(I) ∈ Σ1. Suppose that in<(I) = (m1). Then we
have in<(I) = (m1) ⊂ in<′(I ) for any in<′(I ) belonging to Σ1. By Macaulay’s
Theorem 1.19, in<(I) = (m1) = in<′(I ) for any in<′(I ) belonging to Σ1. Thus,
Σ1 = {in<(I)}, which is a contradiction. Hence, (m1) � in<(I). By Macaulay’s
Theorem 1.19 again, this means that the set of monomials w /∈ (m1) is linearly
dependent in K[x]/I . Thus, there exists a nonzero polynomial f2 ∈ I such that no
monomials in f2 belong to (m1). Since f2 has only finitely many monomials, there
exists a monomial m2 in f2 such that Σ2 = {M ∈ Σ1 : m2 ∈ M} is an infinite
set. Then, by Macaulay’s Theorem 1.19 and by using a similar argument as before,
it follows that there exists a monomial order < such that (m1,m2) � in<(I) ∈ Σ2.
Thus, there exists a nonzero polynomial f3 ∈ I such that no monomial in f3 belongs
to (m1,m2). By repeating such arguments, we have an infinite ascending chain of
monomial ideals

(m1) � (m1,m2) � (m1,m2,m3) � · · · .

Let J be a monomial ideal of K[x] generated by {mk : 0 < k ∈ Z}. By Lemma 1.4,
J is generated by a finite set {mλ1, . . . , mλs }. Let λ = max(λ1, . . . , λs). Since J =
(m1,m2, . . . , mk) for all k ≥ λ, this contradicts the above infinite ascending chain.

�
Corollary 1.42 For any ideal (0) �= I ⊂ K[x], there exists a universal Gröbner
basis of I .
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Proof Let, as before, Gred(I ;<) be the reduced Gröbner basis of I with respect to
a monomial order <. Then, by Theorem 1.41, the union

⋃

<: monomial order

Gred(I ;<)

is a finite set. Moreover, since this set contains the reduced Gröbner basis with
respect to an arbitrary monomial order, it is a Gröbner basis of I with respect to an
arbitrary monomial order. �

We call a universal Gröbner basis given in the proof of Corollary 1.42 the
universal Gröbner basis of I .

Problems

1.15 Let I = (x − y, x − z) be an ideal of S = K[x, y, z]. Compute a universal
Gröbner basis of I .

Notes

In the 1960s, Buchberger invented the notion of Gröbner bases in his PhD
thesis [30]. Hironaka [114] independently introduced a similar notion “standard
bases” for formal power series rings. Standard textbooks for Gröbner bases are,
e.g., Adams–Loustaunau [1], Becker–Weispfenning [13], and Cox–Little–O’Shea
[44]. Buchberger’s algorithm is an important method to compute Gröbner bases.
However, it is very difficult to compute Gröbner bases by hand in practice. One can
use various mathematical software to compute Gröbner bases. For example,

• Macaulay2: available at http://www.math.uiuc.edu/Macaulay2
• SINGULAR: available at https://www.singular.uni-kl.de
• CoCoA: available at http://cocoa.dima.unige.it
• Risa/Asir: available at http://www.math.kobe-u.ac.jp/Asir/asir.html

Universal Gröbner bases were introduced by Weispfenning [217]. In Chapters 3
and 4, the notion of Graver bases for binomial ideals is introduced. Graver bases are
universal Gröbner bases, as shown by Sturmfels–Thomas [204] for toric ideals and
by Sturmfels–Weismantel–Ziegler [205] for lattice ideals. For universal Gröbner
bases of general ideals, a state polytope was introduced by Bayer–Morrison [11]
and its normal fan is called a Gröbner fan which was introduced by Mora–Robbiano
[149]. See [106, Chapter 5] for details on state polytopes and Gröbner fans.

http://www.math.uiuc.edu/Macaulay2
https://www.singular.uni-kl.de
http://cocoa.dima.unige.it
http://www.math.kobe-u.ac.jp/Asir/asir.html


Chapter 2
Review of Commutative Algebra

Abstract In this chapter we recall basis concepts from commutative algebra which
are relevant for the subjects treated in the later chapters. We begin with a review on
graded rings, Hilbert functions, and Hilbert series, and introduce the multiplicity and
the a-invariant of a graded module. The Krull dimension of a graded module will be
defined in terms of its Hilbert series. We will give various characterizations of the
depth of a module and its relation to the Krull dimension. These considerations
lead to Cohen–Macaulay modules and Gorenstein rings. We then describe the
relationship, known as Auslander–Buchsbaum formula, between the depth of a
graded S-module M and its projective dimension, where S is a polynomial ring, and
study in more detail the finite minimal graded free S-resolution of M . The regularity
of M will be defined via this resolution. Koszul algebras are standard graded K-
algebras whose graded maximal ideal has a linear resolution. Unless this graded
ring is a polynomial ring, this resolution is infinite. We discuss various necessary
and sufficient conditions for Koszulness. The methods involved include Gröbner
bases and Koszul filtrations.

2.1 Graded Rings and Hilbert Functions

Algebras and modules which are introduced in combinatorial contexts, in particular
toric rings, usually admit a natural graded structure. In this section we recall the
basis concepts and facts related to graded rings and modules.

Let K be a field and let S = K[x1, . . . , xn] be the polynomial ring over K in the
indeterminates x1, . . . , xn. A polynomial f ∈ S is called homogeneous (of degree
d), if all monomials in the support of f are of degree d. The polynomial ring S

has a decomposition S = ⊕

i≥0 Si where for each i, Si is the K-vector space of
homogeneous polynomials of degree i. In other words, each polynomial f ∈ S has
a unique presentation f = ∑

i fi with fi ∈ Si for all i, where all fi but finitely
many are equal to 0. Notice that SiSj = Si+j for all i and j . Having this example
in mind, we define

© Springer International Publishing AG, part of Springer Nature 2018
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Definition 2.1 Let K be a field. A ring R is called a graded K-algebra, if

(i) R = ⊕

i≥0 Ri , where each Ri is a K-vector space;
(ii) R0 = K;

(iii) RiRj ⊂ Ri+j for all i,j.

An R-module M is called a graded R-module if M = ⊕

i∈Z Mi with each Mi a
K-vector space and such that RiMj ⊂ Mi+j for all i and j . The elements of Mi are
called homogeneous of degree i. The degree of the homogeneous element x ∈ M

will be denoted by deg x.
Given a graded R-module M and an integer a, the graded R-module M(a) shifted

by a is the R-module M equipped with the new grading M(a)j = Ma+j for all j .

The polynomial ring S = K[x1, . . . , xn] can be graded by assigning to xi the
degree ai where a1, . . . , an are positive integers. Thus, if, for example, deg x1 = 2,
deg x2 = 3 and deg x3 = 1, then x3

1 − x2x
3
3 is homogeneous of degree 6. We say

that a graded K-algebra R is standard graded if R = K[R1]. Hence the polynomial
ring S is standard graded, if and only if all indeterminates xi are of degree 1.

Important examples of graded modules are graded ideals. Let R be a graded K-
algebra. An ideal I ⊂ R is called a graded ideal, if I = ⊕

j∈Z Ij where Ij = I∩Rj

for all j . An ideal I ⊂ R is graded if and only if I is generated by homogeneous
elements, see Problem 2.1.

A homomorphism ϕ : M → N of graded modules is called homogeneous if
ϕ(Mi) ⊂ Ni for all i. Similarly, homogeneous K-algebra homomorphisms are
defined. For example, if I ⊂ R is a graded ideal, then the inclusion map I → R is
a graded homomorphism. More generally, let U ⊂ M be graded R-modules. Then
U is called a graded submodule of M , if the inclusion map U → M is a graded
homomorphism. In that case the factor module M/U is again naturally graded with
grading (M/U)j = Mj/Uj for all j . In particular, if I ⊂ R is a graded ideal, then
R/I has the structure of a graded K-algebra.

Proposition 2.2 Let R be a finitely generated graded K-algebra. Then there is a
graded polynomial ring S over K and a graded ideal I ⊂ S such that R∼=S/I , as
graded K-algebras.

Proof Let r1, . . . , rn be homogeneous generators of the K-algebra R, and let S =
K[x1, . . . , xn] be the graded polynomial ring with deg xi = deg ri for all i. There
is a unique K-algebra homomorphism ϕ : S → R with ϕ(xi) = ri . This K-algebra
homomorphism is homogeneous. Let I = Ker ϕ, and let f ∈ I . We write f =
∑

i fi with fi homogeneous of degree i. It remains to be shown that fi ∈ I for all
i. Indeed, 0 = ϕ(f ) = ∑

i ϕ(fi). Since ϕ(fi) ∈ Ri and since R = ⊕

i Ri it follows
that ϕ(fi) = 0 for all i. In other words, fi ∈ I for all i. �

Let S = K[x1, . . . , xn] be the graded polynomial ring with deg xi = ai > 0
for i = 1, . . . , n. Then Sj is the K-vector space spanned by all monomial xb with
∑n

i=1 aibi = j . Since there is only a finite number of vectors b ∈ Z≥0 satisfying
this identity, it follows that dimK Sj < ∞ for all j . More generally we have
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Proposition 2.3 Let R be a finitely generated graded K-algebra and M a finitely
generated graded R-module. Then dimK Mj < ∞ for all j .

Proof We choose a presentation S/I of R as in Proposition 2.2. Then M is a
graded S-module as well, and hence we may assume that R itself is a graded
polynomial ring. Let m1, . . . , mr be homogeneous generators of M . Then Mj is
generated as a K-vector space by the homogeneous elements xbmi with deg xb +
deg mi = j . In particular, each monomial xb in such an expression is of degree
≤ j − max{deg mi : i = 1, . . . , r}. Obviously there exist only finitely many such
monomials. Thus the desired result follows. �
Definition 2.4 Let R be a finitely generated graded K-algebra and M a finitely
generated graded R-module. The numerical function H(M,−) : Z → Z+ with
H(M, i) = dimK Mi is called the Hilbert function of M . The formal Laurent series

HilbM(t) =
∑

i

H(M, i)t i

is called the Hilbert series of M .

Example 2.5 Let as before S = K[x1, . . . , xn] be the polynomial ring. Then
H(S, i) = dimK Si is equal to the number of monomials of degree i in S. A simple
inductive argument shows that

H(S, i) =
(

n + i − 1

i

)

.

It follows that

HilbS(t) =
∑

i≥0

(

n + i − 1

i

)

t t = 1

(1 − t)n
.

We will see in Section 2.2 that if R is a standard graded K-algebra, then HR(t)

is always a rational function with denominator a power of 1 − t .
As an immediate consequence of Theorem 1.19, for a graded ideal I , the

computation of the Hilbert series of S/I can be reduced to the case that I is a
monomial ideal.

Proposition 2.6 Let < be a monomial order on S = K[x1, . . . , xn], and let I ⊂ S

be a graded ideal. Then

HilbS/I (t) = HilbS/ in<(I)(t).

Proposition 2.6 can be improved as follows to obtain a Gröbner basis criterion.
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Corollary 2.7 Let < be a monomial order on S = K[x1, . . . , xn], and I ⊂ S a
graded ideal. Let G = {g1, . . . , gm} be a homogeneous system of generators of I

and let J = (in<(g1), . . . , in<(gm)). Then G is a Gröbner basis of I if and only if
HilbS/J (t) = HilbS/ in<(I)(t).

Proof Note that J ⊂ in<(I). This together with Proposition 2.6 implies the
coefficientwise inequality HilbS/J (t) ≥ HilbS/ in<(I)(t) = HilbS/I (t). Equality
holds if and only if J = in<(I). �

Problems

2.1 Let R be a graded K-algebra and I ⊂ R an ideal of R. Show that I is a graded
ideal if and only if I is generated by homogeneous elements. Prove a similar result
for graded R-modules.

2.2 Let ϕ : M → N a homomorphism of graded R-modules. Show that Ker ϕ is a
graded submodule of M and Im ϕ is a graded submodule of N .

2.3

(a) Let 0 → U → M → N → 0 be a short exact sequence of graded modules.
Show that HilbU(t) + HilbN(t) = HilbM(t).

(b) Let f1, . . . , fm ∈ S = K[x1, . . . , xn] be a regular sequence (see Defini-
tion 2.12) of homogeneous polynomials with deg fi = ai . Use (a) to prove
that

HilbS/(f1,...,fm)(t) =
∏m

i=1(1 − tai )

(1 − t)n
.

(c) Let P and Q be two monomial prime ideals of S = K[x1, . . . , xn]. Use (a) and
a suitable exact sequence to compute HilbS/P∩Q(t).

2.4 Let S = K[x1, . . . , xn] be the polynomial ring with grading given by deg xi =
ai for i = 1, . . . , n.

(a) Show that HilbS(t) = 1/
∏n

i=1(1 − tai ).
(b) Show that the following conditions are equivalent: (i) there exists an integer c

such that Sj �= 0 for all j ≥ c, (ii) gcd(a1, . . . , an) = 1.

2.5 Let S = K[x1, . . . , xn] be the polynomial ring. We define a Z
n-grading on S

by setting Sa = Kxa for a ∈ Z
n with nonnegative entries. Otherwise set Sa = 0. A

finitely generated S-module M is called a Z
n-graded S-module if M = ⊕

a∈Zn Ma
with each Ma a K-vector space and such that SaMb ⊂ Ma+b for all a, b ∈ Z

n.

(a) Show that dim Ma < ∞ for all a ∈ Z
n.
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(b) We set HilbS(M) = ∑

a∈Zn dimK Mata where ta = t
a1
1 · · · tan

n for a =
(a1, . . . , an). Show that there exists Q(t) ∈ Z[t±1

1 , . . . , t±1
n ] and integers di ≥ 0

such that HilbS(M) = Q(t)/(1 − t1)
d1 · · · (1 − tn)

dn .

2.2 Finite Free Resolutions

Let K be a field. Throughout this section S will denote the standard graded
polynomial ring K[x1, . . . , xn] in n indeterminates over K and m = (x1, . . . , xn)

the graded maximal ideal of S. We will study graded free S-resolutions of graded
S-modules. This will help us to better understand the nature of Hilbert functions.

We begin with a graded version of Nakayama’s lemma.

Proposition 2.8 Let M be a finitely generated graded S-module, m1, . . . , mr

homogeneous elements of M and denote by m̄i the residue class of mi in M/mM .
Then the elements m1, . . . , mr generate M if and only if their residue classes
m̄1, . . . , m̄r generate M/mM , and m1, . . . , mr is a minimal system of generators of
M if and only if m̄1, . . . , m̄r is a K-basis of the graded K-vector space of M/mM .
In particular, all minimal systems of generators of M have the same length.

Proof It is clear that if m1, . . . , mr generate M , then m̄1, . . . , m̄r generate M/mM .
Conversely, let U ⊂ M be the submodule of M generated by m1, . . . , mr . Our
hypothesis implies that M = U + mM , and we want to show that U = M . Let
m ∈ M be a homogeneous element. Since M is finitely generated, there exists an
integer c such that Mj = 0 for all j ≤ c. We will show by induction on deg m, that
m ∈ U . We may write m = u + f n with homogeneous elements u ∈ U , n ∈ N

and f ∈ m such that deg m = deg u and deg n < deg m. If deg m = c, then n = 0
and m ∈ U . Suppose now that deg m > c. Since deg n < deg m, our induction
hypothesis implies that n ∈ U , and hence m ∈ U .

If m̄1, . . . , m̄r is K-basis of M/mM , then no proper subset of {m̄1, . . . , m̄r}
generates M/mM . Hence by the first part, no proper subset of {m1, . . . , mr}
generates M . In other words, m1, . . . , mr is a minimal system of generators of M .
The converse implication is obvious. �

The least number of homogeneous generators of M is denoted by μ(M).
A finitely generated graded free S-module is a module F which admits a finite

basis of homogeneous elements. If the basis elements are of degree a1, . . . , ar , then
F∼=⊕r

j=1 S(−aj ). Let M be a finitely generated graded S-module. A homogeneous
free presentation of M is a homogeneous graded epimorphism ε : F → M where
F is a finitely generated graded S-module. The presentation is called minimal if
rank F = μ(M). It follows from Nakayama’s lemma that the free presentation
ε : F → M is minimal if and only if Ker ε ⊂ m where m = (x1, . . . , xn), see
Problem 2.6.

Now let M be a finitely generated S-module and let ε : F0 → M be a free
presentation of M . By Problem 2.2, Ker ε is a graded S-module for which we can
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again choose a homogeneous free presentation F1 → Ker ε, which composed with
the inclusion map Ker ε → F0 yields the exact sequence F1 → F0 → M → 0.
Proceeding in this way we obtain an exact sequence of graded modules

· · · → Fi → · · · → F1 → F0 → M → 0

with Fi = ⊕

j S(−aij ) for all i and suitable integers aij . The acyclic sequence of
graded free modules

F : · · · → Fi → · · · → F1 → F0 → 0

with H0(F)∼=M is called a graded free S-resolution of M . This sequence can be
rewritten in the form

F : · · · →
⊕

j

S(−j)bij → · · · →
⊕

j

S(−j)b1j →
⊕

j

S(−j)b0j → 0. (2.1)

The numbers bij are called the graded Betti numbers of F.
Obviously such a resolution cannot be unique if the free presentations in the

construction of F are not minimal. One calls F a minimal graded free S-resolution
of M , if the augmentation map F0 → H0(F) is a minimal free presentation of M ,
and if moreover Fi → Im(Fi → Fi−1) is a minimal free presentation for all i. By
what we observed before it follows that the resolution F is minimal if and only if
Im(Fi → Fi−1) ⊂ mFi−1 for all i > 0.

An important example of a graded minimal free resolution is the resolution of
S/m which is provided by the Koszul complex: let R be any commutative ring (with
unit) and f = f1, . . . , fm a sequence of elements of R, and let F be a free R-module
with basis e1, . . . , em. Then we let Kj(f;R) be the j th exterior power of F , that is,
Kj(f;R) = ∧j

F . A basis of the free R-module Kj(f;R) is given by the wedge
products eF = ei1 ∧ ei2 ∧ · · · ∧ eij where F = {i1 < i2 < · · · < ij }. In particular,
it follows that rank Kj(f;R) = (

m
j

)

. The Koszul complex K(f;R) attached to the
sequence f is given as follows: we define the differential ∂ : Kj(f;R) → Kj−1(f;R)

by the formula

∂(ei1 ∧ ei2 ∧ · · · ∧ eij ) =
j
∑

k=1

(−1)k+1fik ei1 ∧ ei2 ∧ · · · ∧ eik−1 ∧ eik+1 ∧ · · · ∧ eij .

One readily verifies that ∂ ◦ ∂ = 0, so that K(f;R) is indeed a complex. Now if M

is any finitely generated graded S-module we set K(f;M) = K(f;R)⊗M and call
K(f;M) the Koszul complex of M with respect to the sequence f. The ith homology
of this complex is denoted Hi(f;M).

Some of the basic properties of Koszul complexes that we are going to use can
be found in Bruns-Herzog [27]. A short introduction to this theory of complexes can
also be found in the appendix of the book [94] by Herzog-Hibi.
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In the particular case that f is the sequence x = x1, . . . , xn and R =
K[x1, . . . , xn], the Koszul complex is acyclic because the sequence x is a regular
sequence (see Definition 2.12), and hence K(x;R) provides a graded minimal free
resolution of S/m. In what follows we will need the following fact: let G be a graded
free resolution of M . Then

Hi(x;M)∼=Hi(G/mG) for all i, (2.2)

and this is an isomorphism of finitely generated graded K-vector spaces, see, for
example, [94, Corollary A.3.5].

It is known that any two graded minimal free resolutions are unique up to
isomorphism. Here we show

Theorem 2.9 Let M be a finitely generated free S-module, and let the numbers bij

be the graded Betti numbers of a graded free S-resolution G of M . Furthermore let
the numbers βij be the graded Betti numbers of a graded minimal free S-resolution
F of M . Then

βij ≤ bij for all i, j.

In particular, the graded Betti numbers of a graded minimal free S-resolution of M

depend only on M , and hence are denoted βij (M) and are called the graded Betti
numbers of M .

Proof Let G : · · · → ⊕

j S(−j)b1j → ⊕

j S(−j)b0j → 0. Then Hi(G/mG)

is a graded subquotient of Gi/mGi
∼=⊕

j K(−j)bij . Hence it follows that
dimK Hi(x;M)j = dimK Hi(G/mG)j ≤ bij .

On the other hand, since Im(Fi+1 → Fi) is contained in mFi for all i, it follows
that Hi(x;M)∼=Hi(F/mF)∼=F/mF. This implies that dimK Hi(x;M)j = βij . Thus
the desired inequality follows. �

In the proof we have seen that

βij (M) = dimK Hi(x;M)j for all i and j.

Thus, since the Koszul complex for the sequence x has length n, we obtain

Corollary 2.10 Let M be a finitely generated graded S-module. Then βij (M) = 0
for all i and j with i > n.

The corollary implies that there are only finitely many pairs (i, j) for which
βij (M) �= 0. One defines

proj dim M = max{i : βij (M) �= 0 for some j},
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Fig. 2.1 Betti diagram

j

i

βii+ j

reg

projdim

and

reg(M) = max{j − i : βij (M) �= 0 for some i}.

The number proj dim M is called the projective dimension of M , and the number
reg(M) is called the Castelnuovo-Mumford regularity of M .

Figure 2.1 displays the Betti diagram of a graded S-module. The corner points
of the dotted line are called the extremal Betti numbers of M and they represent
nonzero Betti numbers.

The set of Betti numbers in the j th row of the Betti diagram is called the j th
strand of M . Let d be the least degree of a generator of M . Then the dth strand
of M is called the linear strand of M . The module M is said to have a d-linear
resolution if βi,i+j (M) = 0 for all i and all j �= d, and M is said to have linear
relations if M is generated in degree d and β1,j (M) = 0 for all j �= d + 1. Finally,
M is said to have linear quotients, if M is generated in a single degree, and M is
minimally generated by m1, . . . , mr such that the colon ideals

(m1, . . . , mi−1) : mi = {f ∈ S : f mi ∈ (m1, . . . , mi−1)}

are generated by linear forms.

Proposition 2.11 Suppose M has linear quotients. Then M has a linear resolution.

Proof We proceed by induction on the number of generators of M . We may assume
that M is generated in degree d. If r = 1, then M∼=S(−d)/I where I is an ideal
generated by linear forms. By Problem 2.12, I has a linear resolution. Thus M

has a linear resolution. Now let r > 1. By induction hypothesis, the module N ,
generated by m1, . . . , mr−1, has a d-linear resolution. Also the module M/N has
a d-linear resolution, as the argument for r = 1 shows. Considering the long exact
Tor-sequences arising from the short exact sequence 0 → N → M → M/N → 0,
we deduce that M has a linear resolution. �
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Problems

2.6 Let ε : M → N be a graded surjective S-module homomorphism of finitely
generated graded S-modules. Show that μ(M) ≥ μ(N), and that equality holds if
and only if Ker ε ⊂ mM .

2.7 Let I ⊂ S be an ideal generated by a regular sequence f = f1, . . . , fr of
homogeneous elements with deg fi = ai , see Definition 2.12. Use the fact that the
Koszul complex K(f; S) is acyclic to show that r ≤ n and to compute the graded
Betti numbers of S/I . What is proj dim S/I and what is reg S/I?

2.8 Let M be a finitely generated graded S-module. Show that

HilbM(t) =
∑n

i=0(−1)i+1βij (M)tj

(1 − t)n
.

2.9 Let I ⊂ S be a nonzero graded ideal. Show that
∑n

i=0(−1)i+1
∑

j βij (S/I) = 0.

2.10 Let 0 → U → M → N → 0 be a short exact sequence of graded modules.
Show that βij (M) ≤ βij (U) + βij (N), and give an example which shows that in
general this inequality is strict.

2.11 Show that the graded Betti numbers of a module with d-linear resolution are
determined by its Hilbert function.

2.12 Show that any ideal generated by linear forms has a linear resolution.

2.13 Let I ⊂ S be a graded ideal such that dimK S/I < ∞ (in which case
HilbS/I (t) is a polynomial). Show that I has a linear resolution if and only if I

is a power of the graded maximal ideal m of S.

2.14 Compute the minimal graded free resolution of (x1, x2)
k for all k.

2.15 Let I be the ideal generated by monomials xiyj with 1 ≤ i < j ≤ n. Show
that the ideal I has a linear resolution.

2.16 Let K be a field, = K[x1, . . . , xn] be the polynomial ring in the indeterminates
x1, . . . , xn, T = K[y1, . . . , ym] the polynomial in the indeterminates y1, . . . , ym,
M a finitely generated graded S-module with graded minimal free S-resolution F,
and N a finitely generated graded T -module with graded minimal free T -resolution
G. Show that the tensor product F⊗KG of F and G over K is a graded minimal free
S⊗KT -resolution of M⊗KN , and use this fact to show that

βij (M⊗KN) =
∑

βi1,j1(M)βi2,j2(N),

where the sum is taken over all i1 and i2 with i1 + i2 = i, and over all j1 and j2 with
j1 + j2 = j .
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2.17 Let S = K[x1, . . . , xn] be the polynomial ring over the field K with the
natural Zn-grading, as defined in Problem 2.5, and let M be a finitely generated
Z

n-graded S-module.

(a) Show that M admits a minimal Z
n-graded free S-resolution F with each

Fi = ⊕

a∈Zn S(−a)βi,a(M). The integer βi,a(M) are called the multigraded Betti
numbers of M .

(b) Show that the Koszul homology Hi(x;M) is a Z
n-graded module with

dimK Hi(x;M)a = βi,a for all a ∈ Z
n.

2.3 Dimension and Depth

We will use graded free resolutions to define dimension and depth of a graded
S-module, where, as before, S = K[x1, . . . , xn] is the polynomial ring over K .
Resolutions will also be used to introduce two other important invariants of M: the
multiplicity and the a-invariant of M .

Let M be a finitely generated graded S-module. As we have seen in Problem 2.8,
the Hilbert series is a rational function of the form HilbM(t) = P(t)/(1− t)n. After
cancelation we obtain a presentation

HilbM(t) = Q(t)

(1 − t)d
, where Q(t) a polynomial with Q(1) �= 0.

The number d is called the Krull dimension of M , and Q(1) is called the
multiplicity of M , denoted e(M). The multiplicity is always a positive number since
it is the leading coefficient of the Hilbert polynomial, see [27, Definition 4.1.5
and Proposition 4.1.9]. An equivalent definition of the Krull dimension, actually
the original one, gives the Krull dimension as the maximal length of a chain of
prime ideals in the support of M , see [27, Appendix]. Let Q(t) = ∑c

i=0 hit
i .

The coefficient vector (h0, h1, . . . , hc) is called the h-vector of M . Obviously,
e(M) = ∑c

i=1 hi . Finally, the a-invariant of M , denoted a(M), is the degree of
HilbM(t). In other words, a(M) = deg P(t) − n = deg Q(t) − d.

Definition 2.12 Let M be a finitely generated graded S-module. A sequence f =
f1, . . . , fm of homogeneous elements of positive degree of S is called a regular
sequence on M (or an M-sequence), if f1 is a nonzerodivisor on M and fi is a
nonzerodivisor on M/(f1, . . . , fi−1)M for all i > 0. The maximal possible length
of an M-sequence is called the depth of M , denoted depth M .

Proposition 2.13 Let M be a finitely generated graded S-module. Then depth M ≤
dim M .

Proof We proceed by induction on the depth M . The assertion is trivial if
depth M = 0. Suppose now that depth M = m > 0. Then there exists a regular
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sequence f = f1, . . . , fm on M . Thus f2, . . . , fm is a regular sequence on M/f1M .
This shows that depth M/f1M ≥ m−1. Suppose depth M/f1M = t > m−1. Then
there exists a regular sequence g1, . . . , gt on M/f1M , and hence f1, g1, . . . , gt

is a regular sequence on M of length > depth M , a contradiction. Thus
depth M/f1M = depth M − 1.

Let deg f1 = a, and let 0 → M(−a) → M → M/f1M → 0 be the
exact sequence, where M(−a) → M is given by multiplication by f1. Then
HilbM/f1M(t) = (1 − ta) HilbM(t). Thus, if HilbM(t) = Q(t)/(1 − t)d with
d = dim M , then

HilbM/f1M(t) = (1 − ta)Q(t)

(1 − t)d
= Q′(t)

(1 − t)d−1 ,

where Q′(t) = Q(t)(1 + t + · · · + ta−1). Since Q(1) �= 0, we see that
Q′(1) = aQ(1) �= 0. Thus dim M/f1M = dim M − 1. By using the induction
hypothesis we obtain

depth M = depth M/f1M + 1 ≤ dim M/f1M + 1 = dim M,

as desired. �
Definition 2.14 Let M be a finitely generated graded S-module. Then M is called
a Cohen–Macaulay module if depth M = dim M .

Let f be an M-sequence. The proof of Proposition 2.13 shows that M is Cohen–
Macaulay if and only if M/(f)M is Cohen–Macaulay. Another important property
of a Cohen–Macaulay module is that it has no embedded prime ideal and that all
minimal prime ideals have the same height. Rings with this property are called
unmixed. Unmixedness for Cohen–Macaulay modules follows from the fact that
for any finitely generated graded S-module M one has depth M ≤ dim S/P for all
associated prime ideals of M , see [27, Proposition 1.2.13].

On the other hand, an unmixed module need not to be Cohen–Macaulay, as the
example in Problem 2.19 shows.

Theorem 2.15 (Auslander-Buchsbaum) Let M be a finitely generated graded
S-module. Then

proj dim M + depth M = n.

Proof We proceed by induction on the depth of M . If depth M = 0, then m is
associated with M and hence there exists m ∈ M , m �= 0 with mm = 0. It follows
that me1 ∧ · · · ∧ en ∈ Hn(x;M), so that Hn(x;M) �= 0. Thus proj dim M = n, by
(2.2). Suppose now that depth M > 0. Then there exists a homogeneous polynomial
f ∈ m which is a nonzerodivisor on M . As we noticed before, depth M/f M =
depth M −1. Let F be a graded minimal free resolution of M . Multiplication with f

yields a complex homomorphism F → F whose mapping cone G provides a graded
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minimal free resolution of M/f M , cf. [216, Section 1.5]. Note that Gi = Fi⊕Fi−1
for all i > 0. This implies that proj dim M/f M = proj dim M + 1. Applying the
induction hypothesis we obtain

proj dim M + depth M = (proj dim M/f M + 1) + (depth M/f M − 1)

= proj dim M/f M + depth M/f M = n,

as desired. �
Let M be a finitely generated graded Cohen–Macaulay S-module of dimension

d. The Auslander–Buchsbaum theorem implies that proj dim M = n − d. Let F
be the graded minimal free S-resolution of M . Then the rank of the free module
Fn−d is called the Cohen–Macaulay type of M , denoted r(M). It follows that
r(M) = dimK Fn−d/mFn−d , and hence by (2.2), r(M) = dimK Hn−d(x;M). In
particular, if dim M = 0 it follows that r(M) = dimK Hn(x;M). Since Hn(x;M)

is isomorphic to the socle γ (M) of M , which by definition is the submodule of M

whose elements are all annihilated by m, we see that r(M) = dimK γ (M) whenever
dim M = 0.

For later applications we need the following result and its corollaries.

Theorem 2.16 Let M be a finitely generated graded Cohen–Macaulay S-module.
Then M admits only one extremal Betti number.

Proof Let F be the graded minimal free resolution of M . Suppose that proj dim M =
p, and that M has more than one extremal Betti number. Since one of the extremal
Betti numbers is always in homological degree p, there exists another extremal Betti
number in homological degree i < p. Let βi,i+j (M) be this extremal Betti number,
and let e1, . . . , er be a homogeneous basis of Fi . We may assume that deg e1 = i+j .
Let ∂i+1 : Fi+1 → Fi be the (i + 1)-differential in F. Since βi,i+j (M) is an
extremal Betti number of M , it follows that deg f ≤ deg e1 for all homogeneous
basis elements f in Fi+1. Thus, since ∂i+1 is a graded map and since Im(∂i+1) ⊂
mFi , it follows that for all basis elements f of Fi+1 we have

∂i+1(f ) =
∑

el �=e1

alel with al ∈ S. (2.3)

Dualizing the resolution of M with respect to S and using the fact that M is
Cohen–Macaulay, we get the acyclic complex F

∗, since ExtiS(M, S) = 0 for
i < proj dim(M), see [27, Proposition 3.3.3]. On the other hand, (2.3) implies that
∂∗
i+1(e

∗
1) = 0, while e∗1 /∈ Im(∂∗

i ) because Im(∂∗
i ) ⊂ mF ∗

i . This contradicts the
acyclicity of F∗. �

As an immediate consequence we have

Corollary 2.17 Let M be a finitely generated graded Cohen–Macaulay S-module
of projective dimension p. Then reg M = max{j : βp,p+j (M) �= 0} and
βp,p+reg M(M) is the unique extremal Betti number of M .
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Corollary 2.18 Let M be a finitely generated graded Cohen–Macaulay S-module
of dimension d and let HM(t) = Q(t)/(1 − t)d be its Hilbert series. Then

reg(M) = deg Q(t).

Proof Let βij be the graded Betti numbers of M . Since M is Cohen–Macaulay, it
follows from the Auslander–Buchsbaum formula that proj dim M = n−d. By using
the additivity of Hilbert series, we deduce that HM(t) = P(t)/(1 − t)n, where

P(t) =
n−d
∑

i=0

(−1)i
∑

j

βi,i+j t
i+j .

By Corollary 2.17, βn−d,n−d+reg M is the unique extremal Betti number of M , and
hence deg P(t) = n − d + reg M . Since P(t) = (1 − t)n−dQ(t), the assertion
follows.

A graded ring R = S/I is called a Cohen–Macaulay ring, if R as an S-module
is Cohen–Macaulay. Sometimes an ideal I is called a Cohen–Macaulay ideal if S/I

is a Cohen–Macaulay ring. A Cohen–Macaulay ring R with r(R) = 1 is called a
Gorenstein ring. Gorenstein rings are a very distinguished class of Cohen–Macaulay
rings. By a famous theorem of Bass [10], Gorenstein rings are characterized by
the property that they are of finite injective dimension considered as modules over
themselves.

The following result provides a comparison between S/I and S/ in<(I).

Theorem 2.19 Let I ⊂ S be a graded ideal, and let < be a monomial order on S.
Then the following holds:

(a) βij (S/I) ≤ βij (S/ in<(I)) for all i and j ;
(b) dim S/I = dim S/ in<(I), depth S/ in<(I) ≤ depth S/I and reg S/I ≤

reg S/ in<(I);
(c) if S/ in<(I) is Cohen–Macaulay, then S/I is Cohen–Macaulay, and r(S/I) ≤

r(S/ in<(I));
(d) if S/ in<(I) is Gorenstein, then S/I is Gorenstein;
(e) if S/ in<(I) has a linear resolution, then S/I has a linear resolution.

Proof The proof of statement (a) can be found in [94, Corollary 3.3.3].

(b) The equality dim S/I = dim S/ in<(I) follows from Proposition 2.6 and the
fact that the dimension of a graded S-module is the pole order of its Hilbert
series at t = 1. The inequality depth S/ in<(I) ≤ depth S/I follows from (a)
and the Auslander–Buchsbaum theorem, while the reg S/I ≤ reg S/ in<(I) is
an immediate consequence of (a).

(c) If S/ in<(I) is Cohen–Macaulay, then dim S/ in<(I) = depth S/ in<(I). Thus
it follows from (b) that dim S/I ≥ depth S/I . By Proposition 2.13, the opposite
inequality always holds, and this implies that S/I is Cohen–Macaulay. Since in
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this case S/I and S/ in<(I) have the same projective dimension, it follows from
(a) and the definition of the Cohen–Macaulay type that r(S/I) ≤ r(S/ in(I ).

(d) If S/ in<(I) is Gorenstein, then r(S/ in<(I)) = 1. Thus (c) implies that
r(S/I) = 1, and hence S/I is Gorenstein.

(e) Let a be the least degree of a generator of I , then this is also the least degree
of a generator of in<(I). Since in<(I) has a linear resolution it follows that
reg in<(I) = a. Thus by (b), reg(I ) ≤ a. However reg(I ) ≥ a, always. Thus
reg I = a, and this implies that I has a linear resolution. �

Problems

2.18 Let M be a graded Cohen–Macaulay S-module of dimension d, and let f =
f1, . . . , fd be an M-sequence with deg fi = ai for i = 1, . . . , d. Show that M/(f)M
has finite length and that e(M) = �(M/(f)M)/

∏d
i=1 ai , where �(M/(f)M) denotes

the length of M/(f)M .

2.19 Let S = K[x1, x2, x3, x4]. Show that S/(x1, x2)∩(x3, x4) is unmixed but not
Cohen–Macaulay.

2.20 A graded ideal generated by a regular sequence of homogeneous polynomials
is called a complete intersection ideal. Show that if I ⊂ S is a complete intersection
ideal, then S/I is Gorenstein.

2.21 Let I be the ideal in the polynomial ring K[x1, . . . , xn, y1, . . . , yn] generated
by the binomials xiyj − xjyi with 1 ≤ i < j ≤ n.

(a) Show that the binomials generating I form a reduced Gröbner basis with respect
to the reverse lexicographic order induced by x1 > x2 > · · · > xn > y1 > y2 >

· · · > yn.
(b) Use (a) and Theorem 2.19 to show that I is a Cohen–Macaulay ideal with linear

resolution, and compute the type and the a-invariant of S/I .

2.22 Give examples of graded ideals for which the inequalities in Theorem 2.19 (b)
are strict.

2.23

(a) Show that the ideal I = (xy − z2, x2) is a complete intersection ideal.
(b) Let < be the lexicographic monomial order induced by x > y > z. Show that

in<(I) is not a complete intersection ideal, and not even a Gorenstein ideal.

2.24 Let K be a field, S = K[x1, . . . , xn] the polynomial ring over K in the
indeterminates x1, . . . , xn, and I ⊂ S an ideal. Let < be a monomial order on S

and suppose that x1 is a nonzerodivisor on S/ in<(I). Then x1 is a nonzerodivisor
on S/I .
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2.4 Infinite Free Resolutions and Koszul Algebras

As in the previous sections, S = K[x1 . . . , xn] denotes the polynomial ring in the
variables x1, . . . , xn. Any standard graded K-algebra R of embedding dimension
n is isomorphic to S/I where I is a graded ideal with I ⊂ (x1, . . . , xn)

2. Let m
be the graded maximal ideal of R. In general and in contrast to finitely generated
graded S-modules, the finitely generated graded R-modules do not have a finite
projective dimension. Indeed, Serre showed that if (R,m) is a Noetherian local ring,
then proj dim R/m < ∞ if and only if R is regular. The same holds true in the
standard graded case considered here. Thus in our setting, the graded minimal free
R-resolution of R/m is infinite if and only if I �= 0.

The Poincaré series of R is defined to be the formal power series

PR(t) =
∑

i≥0

TorRi (R/m, R/m)t i ∈ Z[[t]].

Let X be the graded minimal free R-resolution of R/m. Then TorRi (R/m, R/m) and
Xi/mXi are isomorphic as graded K-vector spaces. In particular, the vector space
dimension of TorRi (R/m, R/m) is equal to the rank of the free R-module Xi .

It has been an open question for several years whether PR(t) is always a rational
function. A first counterexample was found by D. Anick [2]. However, there is a
class of standard graded K-algebras for which PR(t) is a rational function by rather
simple reasons.

Definition 2.20 A standard graded K-algebra is called Koszul if R/m has a linear
resolution, in other words, if TorRi (R/m, R/m)j = 0 for all i and all j �= i.

Koszul algebras were introduced by Priddy [171]. The simplest example of a
Koszul algebra is the polynomial ring S, since the Koszul complex K(x; S) provides
a linear resolution of S/m.

Proposition 2.21 Let R be a Koszul algebra. Then PR(t) HilbR(−t) = 1. In
particular, PR(t) is a rational function.

Proof Let X be the graded minimal free resolution of R/m. By assumption Xi =
R(−i)βi for all i. Hence

1 = HilbR/m(t)=
∑

i≥0

(−1)i HilbXi
(t)=

∑

i≥0

(−1)iβi t
i HilbR(t) = PR(−t) HilbR(t).

Thus the assertion follows. �
Proposition 2.22 Let R be a standard graded K-algebra and � ∈ R1 a nonzerodi-
visor. Then R is Koszul if and only if R/�R is Koszul.

Proof Since � is a nonzerodivisor on R it follows that HilbR/�R(t) = (1 −
t) HilbR(t). On the one hand, it is known [6, Proposition 3.3.5] that PR/�R(t) =
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PR(t)/(1 + t). Thus, PR(t) HilbR(−t) = 1 if and only if PR/�R(t) HilbR/�R(−t) =
1,. Now we use the fact, proved by C. Löfwall [140], that the statement of
Proposition 2.21 has a converse. In other words, a standard graded K-algebra A

is Koszul if and only if PA(t) HilbA(−t) = 1. This yields the desired conclusion.
�

In general it is hard, and often impossible, to decide whether an algebra is Koszul
or not. However there are necessary and also sufficient conditions for Koszulness.
Let us begin with a necessary condition.

Proposition 2.23 Let R = S/I be a Koszul algebra with I ⊂ (x1, . . . , xn)
2. Then

I is generated by polynomials of degree 2.

Proof We denote by f̄ the residue class modulo I of a polynomial f ∈ S. Then X1
is a free module with basis e1, . . . , en and ∂ : X1 → X0 = R is given by ∂(ei) = x̄i

for i = 1, . . . , n.
Let f1, . . . , fm be a minimal homogeneous system of generators of I , and write

fi = ∑n
j=1 fij xj with homogeneous polynomials fij . Then obviously the elements

ui = ∑n
j=1 f̄ij ej in X1 belong to Ker ∂ , and deg ui = deg fi for all i. We claim

that the relations u1, . . . , um together with the relations rij = x̄iej − x̄j ei , i < j

form a minimal system of generators of Ker ∂ . From this it then follows that I must
be generated in degree 2, if R is Koszul.

In order to prove the claim let
∑n

j=1 ḡj ej be an arbitrary element in Ker ∂ . Then
∑n

j=1 ḡj x̄j = 0, and so
∑n

j=1 gjxj ∈ I . Hence there exist hi ∈ S such that
∑n

j=1 gjxj = ∑m
i=1 hifi . It follows that

n
∑

j=1

gjxj =
m
∑

i=1

hi(

n
∑

j=1

fij xj ) =
n
∑

j=1

(

m
∑

i=1

hifij )xj .

Consequently,
∑n

j=1(gj − ∑m
i=1 hifij )xj = 0. This implies that

∑n
j=1(gj −

∑m
i=1 hifij )ej is an element of the kernel of the map

⊕n
j=1 Sej → (x1, . . . , xn)

with ej �→ xj for j = 1, . . . , n. Since the Koszul complex K(x; S) is acyclic this
kernel is generated by the elements skl = xkel − xlek , k < l. Thus there exist
polynomials pkl such that

n
∑

j=1

(gj −
m
∑

i=1

hifij )ej =
∑

k<l

pklskl .

Therefore,
∑n

j=1 ḡj ej = ∑m
i=1 h̄iui + ∑

k<l p̄klrkl . This shows that the elements
ui and rkl generate Ker ∂ .

Suppose that one of the elements ui , say u1, can be omitted in the above
generating set. Then there exist polynomials qi and gkl in S such that u1 =
∑m

i=2 q̄iui +∑

k<l ḡklrkl , and hence
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n
∑

j=1

f1j ej −
m
∑

i=2

qi(

n
∑

j=1

fij ej ) −
∑

k<l

gklskl ∈
n

⊕

j=1

Iej .

Substituting the ej by the xj we obtain that f1 − ∑m
i=2 qifi ∈ (x1, . . . , xn)I ,

which by Nakayama’s lemma is impossible since f1, . . . , fm is a minimal system
of generators of I . �

In Chapter 4 an example is given which shows that this necessary condition is
not sufficient. Now we will give a sufficient condition.

According to Conca, Trung, and Valla [39], a Koszul filtration of R is a finite set
F of ideals generated by linear forms such that

(i) m ∈ F ;
(ii) for any I ∈ F with I �= 0, there exists J ∈ F with J ⊂ I such that I/J is

cyclic and J : I ∈ F .

The next result illustrates the usefulness of Koszul filtrations.

Proposition 2.24 Assume R admits a Koszul filtration F . Then each ideal I ∈ F
admits a linear resolution. In particular, R is Koszul.

Proof We prove by induction on i and by the number of generators of I that
TorRi (R/m, I )j = 0 for all I ∈ F and j �= i + 1. Then, this implies that each
I ∈ F has a linear resolution. By (i), m ∈ F . Therefore it will then follow that R

is Koszul.
For i = 0, the assertion is trivial since all I ∈ F are generated by linear forms.

Now let i > 0. Condition (ii) implies that I/J∼=(R/L)(−1) for some L ∈ F . Thus
we obtain a short exact sequence

0 → J → I → (R/L)(−1) → 0.

By using the fact that TorRi (R/m, (R/L)(−1))j∼=TorRi−1(R/m, L)j−1, for all j we
obtain the exact sequence

TorRi (R/m, J )j → TorRi (R/m, I )j → TorRi−1(R/m, L)j−1

Now TorRi−1(R/m, L)j−1 = 0 for j �= i + 1, by induction on i, and
TorRi (R/m, J )j = 0 for j �= i + 1 by induction on the number of generators
of J . Thus the exact sequence yields that TorRi (R/m, I )j = 0 for j �= i + 1, as
desired. �

Obviously, if F is a Koszul filtration, then F contains a flag of ideals

0 = I0 ⊂ I1 ⊂ I2 ⊂ · · · ⊂ In = m,

where Ij ∈ F for all j (and Ij /Ij−1 is cyclic for all j ). If it happens that for all j

there exists k such that Ij+1 : Ij = Ik , then {I0, I1, . . . , In} is a Koszul filtration.
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Such Koszul filtrations are called Koszul flags. Conca, Rossi, and Valla showed [38,
Theorem 2.4] that if S/I has a Koszul flag, then I has a quadratic Gröbner basis.
The following theorem is a partial converse of this result.

Theorem 2.25 Let I ⊂ S be a graded ideal which has a quadratic Gröbner basis
with respect to the reverse lexicographic order induced by x1 > · · · > xn. Then, for
all i, the colon ideals

(I, xi+1, . . . , xn) : xi

are generated, modulo I, by linear forms.

For the proof of the theorem we need to recall the following result.

Lemma 2.26 Let G be the reduced Gröbner basis of the graded ideal I ⊂ S with
respect to the reverse lexicographic order induced by x1 > · · · > xn. Then

G ′ = {f ∈ G : xn � |f } ∪ {f/xn : f ∈ G and xn|f }

is a Gröbner basis of I : xn.

The proof is similar to that of Proposition 1.40.

Proof (Proof of Theorem 2.25) Let G = {g1, . . . , gm} be the reduced Gröbner
basis of I with respect to the reverse lexicographic order and fix i ≤ n. Let
fj = gj mod(xi+1, . . . , xn), where fj ∈ K[x1, . . . , xi] for all j. We may assume
that in<(g1) > · · · > in<(gm), and therefore, there exists an s ≤ m such that
fs �= 0 and fs+1 = · · · = fm = 0. In addition, we have in<(fj ) = in<(gj ) for
1 ≤ j ≤ s. It then follows that (I, xi+1, . . . , xn) = (f1, . . . , fs, xi+1, . . . , xn) and
the set F = {f1, . . . , fs, xi+1, . . . , xn} is a Gröbner basis, since

in<(I, xi+1, . . . , xn) = (in<(I), xi+1, . . . , xn),

see Problem 1.6. Moreover, F is reduced, since G is reduced. Let J = (f1, . . . , fs).

Then

(I, xi+1, . . . , xn) : xi = (J, xi+1, . . . , xn) : xi = (J : xi) + (xi+1, . . . , xn).

By applying Lemma 2.26 for J ∩ K[x1, . . . , xi], it follows that, modulo J, (J : xi)

is generated by linear forms in K[x1, . . . , xi] which implies that (I, xi+1, . . . , xn)

is also generated by linear forms modulo I. �
A particular class of Koszul filtrations which naturally occur in combinatorial

contexts are the following: let R be a standard graded K-algebra and let the graded
maximal ideal m be minimally generated by the homogeneous elements u1, . . . , um.
We let F be the set of all ideals generated by the subsequences ui1 , . . . , uij of
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u1, . . . , um. Suppose that for each such subsequence, (ui1 , . . . , uij−1) : uij is
generated by a subset of {u1, . . . , um}. Then, obviously, F is a Koszul filtration.

A standard graded K-algebra, whose graded maximal ideal possesses a system
of generators satisfying these conditions, is called strongly Koszul. Of course, any
strongly Koszul algebra is also Koszul.

The simplest example of a strongly Koszul algebra is the polynomial ring itself
with generators x1, . . . , xn for the graded maximal ideal of S.

The following example of a strongly Koszul algebra is of great importance for
the further theory.

Proposition 2.27 Let I ⊂ S be generated by monomials of degree 2. Then R = S/I

is strongly Koszul.

Proof We denote by f̄ the residue class modulo I of a polynomial f ∈ S, and will
show that J = (x̄i1 , . . . , x̄ik−1) : x̄ik is generated by a subset of {x̄1, . . . , x̄n}.

Let I be generated by the degree 2 monomials u1, . . . , um. Since I is a monomial
ideal, it follows that (x̄i1 , . . . , x̄ik−1) : x̄ik is generated by residue classes of
monomials. Let ū �= 0 be such a monomial. Then ūx̄ik ∈ (x̄i1 , . . . , x̄ik−1).

Suppose first that ūx̄ik = 0. Then there exists a monomial v ∈ S such that
uxik = vui for some i. Since ū �= 0, it follows that xik divides ui , say, ui = xik xl .
Then xl divides u and x̄l ∈ J .

Next suppose ūx̄ik �= 0. Then there exists a monomial v such that ūx̄ik = v̄x̄ij

for some j < k. Thus uxik − vxij ∈ I . If uxik − vxij = 0, then xij divides u, and if
uxik − vxij �= 0, then, since I is a monomial ideal, it follows that uxik ∈ I and we
are in the first case. �

This result has an important consequence.

Theorem 2.28 Let I ⊂ S be a graded ideal and suppose that there exists a
monomial order < on S such that in<(I) is generated by monomials of degree 2.
Then R = S/I is Koszul.

Proof We use the fact that the graded Betti numbers of K viewed as an S/I -module
are less than or equal to the corresponding graded Betti numbers of K viewed as an
S/ in<(I)-module, see, for example, [60, Theorem 6.8]. Obviously this fact implies
that R = S/I is Koszul, if S/ in<(I) is Koszul. Thus the desired conclusion follows
immediately from Proposition 2.27. �

Our discussions show that the following implications hold:

I has a quadratic Gröbner basis ⇒ S/I is Koszul ⇒ I is generated by quadrics.

None of these implication can be reversed.

Example 2.29 Let I be an ideal generated by quadrics given in Example 1.18.
Then K[x1, x2, . . . , x10]/I is not Koszul. By using a specialized software (e.g.,
Macaulay2) one can check that β34(K) = 1 �= 0.
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Example 2.30 Let n = 8 and I be the ideal of K[x1, x2, . . . , x8] generated by

f1 = x2x8 − x4x7, f2 = x1x6 − x3x5, f3 = x1x3 − x2x4.

Then I has no quadratic Gröbner basis and K[x1, x2, . . . , x8]/I is Koszul. The
details will be explained in Example 4.28.

Let A be a standard graded K-algebra, and B ⊂ A a K-subalgebra generated by
elements of A of degree 1. Then B is standard graded as well. The algebra B is said
to be an algebra retract of A, if there exists a surjective K-algebra homomorphism
ε : A → B such that the inclusion map B ↪→ A composed with ε yields a K-algebra
isomorphism B → B. The map ε is called the retraction map of the algebra retract
B ⊂ A.

The following result can often be used as an inductive argument to prove
Koszulness.

Theorem 2.31 Let B ⊂ A be an algebra retract of standard graded K-algebras
with retraction map ε. Then the following conditions are equivalent:

(i) A is Koszul;
(ii) B is Koszul, and B viewed as an A-module via ε admits an A-linear resolution.

Proof Let R be a standard graded K-algebra with graded maximal ideal m, and M

a finitely generated graded R-module generated in nonnegative degree. The formal
power series

P M
R (s, t) =

∑

i,j

dimK TorRi (R/m,M)j s
j t i

in the variables s and t is called the graded Poincaré series of M . Since for each i

there exist only finitely many j with TorRi (R/m,M)j �= 0, we can write

P M
R (s, t) =

∑

i≥0

pM
i (s)t i ,

where each pM
i (s) is a polynomial in s.

It has been shown in [91] that, since B ⊂ A is an algebra retract, the following
identity of formal power series holds:

P K
A (s, t) = P B

A (s, t)P K
B (s, t).

Write P K
A (s, t) = ∑

i≥0 pi(s)t
i , P B

A (s, t) = ∑

i≥0 qi(s)t
i and P K

B (s, t) =
∑

i≥0 ri(s)t
i . Then

pi(i) =
i

∑

j=0

qj (t)ri−j (t) for all i.
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Since the coefficients of the polynomials qi and ri are all nonnegative integers, it
follows that

deg pi(t) = max{deg qj (t) + deg ri−j (t) ; j = 0, . . . , i}.

From this equation both assertions of the theorem follow at once. �
We end our discussions on Koszulness in this chapter by relating the Koszul

property of S/I to the finite graded free S-resolution of S/I .

Theorem 2.32 Let I ⊂ S be a graded ideal. Then

(a) Suppose I has a 2-linear resolution. Then S/I is Koszul.
(b) Suppose that I is generated by quadrics and that β2j (S/I) �= 0 for some j > 4.

Then S/I is not Koszul.

Proof (a) The condition in (a) implies that all Massey operations vanish, so that S/I

is a Golod ring. Therefore,

P K
S/I (s, t) = (1 + st)n

1 + t − tP
S/I
S (s, t)

.

For the details of this argument we refer to the survey article on infinite free
resolutions by Avramov in [6].

We use again that I has a 2-linear resolution, and deduce that

P
S/I
S (s, t) = 1 +

∑

i≥1

βi(S/I)si+1t i ,

so that 1 + t − tP
S/I
S (s, t) = 1 −∑

i≥1 βi(S/I)si+1t i+1.
Now expanding the fraction which gives us P K

S/I (s, t), we see that P K
S/I (s, t) is

a power series in the product st of the variables s and t , and this means that S/I is
Koszul.

The proof of (b) needs some preparation and will be postponed. �
Let (R,m,K) be a Noetherian local ring or a standard graded K-algebra (in

which case we assume that m is the graded maximal ideal of R). Tate in his famous
paper [210] constructed an R-free resolution

X : · · · −→ Xi −→ · · · −→ X2 −→ X1 −→ X0 −→ 0,

of the residue class field R/m = K , that is, an acyclic complex of finitely
generated free R-modules Xi with H0(X) = K , admitting an additional structure,
namely the structure of a differential graded R-algebra. It was Gulliksen [86] and
independently Schoeller [187] who proved that if Tate’s construction is minimally
done, as explained below, then X is indeed a minimal free R-resolution of K . For
details we refer to the original paper of Tate and to a modern treatment of the theory
as given in [6].
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Here we sketch Tate’s construction as much as is needed to prove Theo-
rem 2.32(b). In Tate’s theory X is a DG-algebra, that is, a graded skew-symmetric
R-algebra with free R-modules Xi as graded components and X0 = R, equipped
with a differential d of degree −1 such that

d(ab) = d(a)b + (−1)iad(b) (2.4)

for a ∈ Xi and b ∈ X. Moreover, (X, d) is an acyclic complex with H0(X) = K .
The algebra X is constructed by adjunction of variables: given any DG-algebra

Y and a cycle z ∈ Yi , then the DG-algebra Y ′ = Y 〈T : dT = z〉 is obtained by
adjoining the variable T of degree i + 1 to Y in order to kill the cycle z.

If i is even we let

Y ′
j = Yj⊕Yj−i−1T with T 2 = 0 and d(T ) = z.

If i is odd we let

Y ′
j = Xj⊕Xj−(i+1)T

(1)⊕Xj−2(i+1)T
(2)⊕ · · ·

with T (0) = 1, T (1) = T , T (i)T (j) = ((i + j)!/i!j !)T (i+j) and d(T (i)) = zT (i−1).
The T (j) are called the divided powers of T . The degree of T (j) is defined to be
j deg T .

The construction of X proceeds as follows: Say, m is minimally generated
by x1, . . . , xn. Then we adjoin to R (which is a DG-algebra concentrated in
homological degree 0) the variables T11, . . . , T1n of degree 1 with d(T1i ) = xi .
The DG-algebra X(1) = R〈T11, . . . , T1n〉 so obtained is nothing but the Koszul
complex of the sequence x1, . . . , xn with values in R. If X(1) is acyclic, then R is
regular and X = X(1) is the Tate resolution of K . Otherwise H1(X

(1)) �= 0 and
we choose cycles z1, . . . , zm whose homology classes form a K-basis of H1(X

(1)),
and we adjoin variables T21, . . . , T2m of degree 2 to X(1) with d(T2i ) = zi to obtain
X(2). It is then clear that Hj(X

(2)) = 0 for j = 1. Suppose X(k) has been already
constructed with Hj(X

(k)) = 0 for j = 1, . . . , k−1. We first observe that Hk(X
(k))

is annihilated by m. Indeed, let z be a cycle of X(k), then xiz = d(T1iz), due to the
product rule (2.4). Now one chooses a K-basis of cycles representing the homology
classes of Hk(X

(k)) and adjoins variables in degree k+1 to kill these cycles, thereby
obtaining X(k+1). In this way one obtains a chain of DG-algebras

R = X(0) ⊂ X(1) ⊂ X(2) ⊂ · · · ⊂ X(k) ⊂ · · · ,

which in the limit yields the Tate resolution X of K . It is clear that if R is standard
graded then in each step the representing cycles that need to be killed can be
chosen to be homogeneous, so that X becomes a graded minimal free R-resolution
of K if we assign to the variables Tij inductively the degree of the cycles they
do kill and apply the following rule: denote the internal degree (different from
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the homological degree) of a homogeneous element a of X by Deg(a). Then we
require that Deg T (i) = i Deg T for any variable of even homological degree and
furthermore Deg(ab) = Deg(a)+Deg(b) for any two homogeneous elements in X.

Proof (of Theorem 2.32(b)) The Koszul complex X(1) as a DG-algebra over S/I is
generated by the variable T1i with d(T1i ) = xi for i = 1, . . . , n. Thus Deg T1i = 1
for all i. Let f1, . . . , fm be quadrics which minimally generate I , and write fi =
∑m

j=1 fij xj with suitable linear forms fij . Then H1(X
(1)) is minimally generated

by the homology classes of the cycles zi = ∑m
j=1 fij T1j . Let T2i ∈ X(2) be

the variables of homological degree 2 with d(T2i ) = zi for i = 1, . . . , m. Then
Deg T2i = Deg zi = 2 for all i. To proceed in the construction of X we have to kill
the cycles w1, . . . , wr whose homology classes form a K-basis of H2(X

(2)). Since
Tori (K, S/I)∼=Hi(X

(1)), our hypothesis implies that there is a cycle z ∈ (X(1))2
with Deg z = j > 4 which is not a boundary. Of course z is also a cycle in X(2)

because X(1) is a subcomplex of X(2). We claim that z is not a boundary in X(2). To
see this we consider the exact sequence of complexes

0 −→ X(1) −→ X(2) −→ X(2)/X(1) −→ 0,

which induces the long exact sequence

· · · −−−−→ H3(X
(2)/X(1))

δ−−−−→ H2(X
(1)) −→ H2(X

(2)) −−−−→ · · · .

Thus it suffices to show that the homology class [z] of the cycle z is not in the
image of δ. Notice that the elements T1iT2j form a basis of the free S/I -module
(X(2)/X(1))3 and that the differential on X(2)/X(1) maps T1iT2j to xiT2j , so that

w ∈ (X(2)/X(1))3 is a cycle if and only if w = ∑m
j=1 wjT2j where each wj ∈ X

(1)
1

is a cycle. Now the connecting homomorphism δ maps [w] to [−∑m
j=1 wjzj ].

It follows that Im δ = H1(X
(1))2. Since H1(X

(1)) is generated in degree 2 we
conclude that the subspace H1(X

(1))2 of H2(X
(1)) is generated in degree 4. Hence

our element [z] ∈ H2(X
(1)) which is of degree > 4 cannot be in the image of δ, as

desired.
Thus the homology class of z, viewed as an element of H2(X

(2)) has to be killed
by adjoining a variable of degree j > 4. This shows that β

S/I

3j (S/m) �= 0, and hence
S/I is not Koszul. �

Problems

2.25 Let I ⊂ K[x1, . . . , x5, y1, . . . , y5] be the ideal generated by x1y2 −
x2y1, x2y3 − x3y2, x3y4 − x4y3, x4y5 − x5y4, x1y5 − x5y1. By using Theorem 2.32,
show that S/I is not Koszul.
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2.26 Let I ⊂ S be an ideal generated by a regular sequence of quadrics. Show that
S/I is Koszul.

2.27 Let I be the ideal given in Problem 2.21. Show that R = S/I is Koszul and
compute the Poincaré series PR(t) of R.

2.28 Let R be the toric ring generated over K by all monomials of S of degree 2.
Show that R is strongly Koszul.

2.29 Let R1 and R2 be standard graded K-algebras, and set R = R1⊗KR2. Then
PR(t) = PR1(t)PR2(t), and R is Koszul if and only if R1 and R2 are Koszul.

Notes

The books of Bruns–Herzog [27] and Eisenbud [57] may help to deepen the
understanding of the concepts and results discussed in this chapter. A systematic
introduction to Cohen–Macaulay and Gorenstein rings is given in [27]. There, one
can also find (see [27, Definition 3.1.18 and Theorem 3.2.10]) the proof of the
theorem of Bass [10] according to which a Cohen–Macaulay ring R is Gorenstein
if and only if R, viewed as module over itself, has finite injective dimension.

Koszul algebras were first introduced by Priddy [171]. Fröberg [75] showed
that S/I is Koszul if I is generated by monomials of degree 2. This result leads
to the important conclusion that algebras, whose defining ideal admits a quadratic
Gröbner basis, are Koszul. In [98] strongly Koszul algebras were introduced. This
concept inspired Conca, Trung, and Valla [39] to introduce the more flexible notion
of Koszul filtrations. From that paper, Proposition 2.24 is adopted. It provides a
sufficient condition of Koszulness in terms of Koszul filtrations. The short proof for
Proposition 2.22 is due to Backelin and Fröberg [7]. The proof of Proposition 2.23,
in which it is shown that the defining ideal of a Koszul algebra is generated by
quadrics, reproduces the proof given in [60, Proposition 6.3]. Theorem 2.31 is taken
from [156, Proposition 1.4], while Theorem 2.32(b) is Lemma 1.2 of [61].

A nice survey on Koszul algebras is given in [76].



Part II
Binomial Ideals and Convex Polytopes



Chapter 3
Introduction to Binomial Ideals

Abstract In this chapter we introduce the main topic of this book: binomials
and binomial ideals. Special attention is given to toric ideals. These are binomial
ideals arising from an integer matrix which represents the exponent vectors of the
monomial generators of a toric ring. It will be shown that the toric ideal IA attached
to the matrix A is graded if and only if A is a configuration matrix. Furthermore, it
will be shown that an arbitrary binomial ideal is a toric ideal if and only if it is a
prime ideal. Then we study the Gröbner basis of a binomial ideal and show that its
reduced Gröbner basis consists of binomials. We introduce Graver bases and show
that the reduced Gröbner basis of a binomial ideal is contained in its Graver basis.
Naturally attached to a lattice L ⊂ Z

n (i.e. a subgroup of the abelian group Z
n) there

is a binomial ideal IL, called the lattice ideal of L. It will be shown that the saturation
of any binomial ideal is a lattice ideal, and that the lattice ideals are exactly those
which are saturated. The ideal generated by the binomials corresponding to the basis
vectors of a basis of the lattice L is called a lattice basis ideal. Its saturation is the
lattice ideal IL. The chapter closes with an introduction to Lawrence ideals and to
squarefree divisor complexes.

3.1 Toric Ideals and Binomial Ideals

Gröbner bases of toric ideals play an important role in algebraic statistics and in the
study of convex polytopes. In this section we introduce toric and binomial ideals
and discuss some of their basic properties.

Let K be a field. We denote by S = K[x1, . . . , xn] the polynomial ring in the
variables x1, . . . , xn. A binomial belonging to S is a polynomial of the form u − v,
where u and v are monomials in S. A binomial ideal is an ideal of S generated
by binomials. Any binomial ideal is generated by a finite number of binomials.
Indeed, let I be a binomial ideal. Since S is Noetherian, I admits a finite number
of generators. Each of these generators is a linear combination of a finite number of
binomials. Thus the finitely many binomials appearing in these linear combinations
generate I . More generally, some authors call an expression u − λv a binomial,
with λ ∈ K and u and v monomials. For this definition monomials become also
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binomials, since λ = 0 is not excluded. This more general concept of binomials is
required to get a satisfactory theory for primary decompositions of binomial ideals,
see Eisenbud and Sturmfels [58]. Since primary decompositions of a binomial ideal
may depend on the base field, Kahle and Miller [123] developed the theory of
mesoprimary decompositions of binomial ideals.

An important class of binomial ideals are the so-called toric ideals. In order to
define toric ideals we let A = (aij ) 1≤i≤d

1≤j≤n
be a d × n-matrix of integers and let

aj =

⎛

⎜

⎜

⎜

⎝

a1j

a2j

...

adj

⎞

⎟

⎟

⎟

⎠

, 1 ≤ j ≤ n

be the column vectors of A. We write Z
d×n for the set of d × n-matrices A =

(aij ) 1≤i≤d
1≤j≤n

with each aij ∈ Z.

As usual a · b = ∑d
i=1 aibi denotes the inner product of the vectors a =

(a1, . . . , ad)t and b = (b1, . . . , bd)t . Here ct denotes transpose of a vector c.
A matrix A = (aij ) 1≤i≤d

1≤j≤n
∈ Z

d×n is called a configuration matrix (or simply a

configuration) if there exists c ∈ Q
d such that

aj · c = 1, 1 ≤ j ≤ n.

For example, A =
(

1 3 2
0 2 1

)

is a configuration matrix, while (a1, . . . , an) ∈ Z
1×n is

a configuration matrix if and only if a1 = a2 = · · · = an �= 0.
Now let T = K[t±1

1 , . . . , t±1
d ] be the Laurent polynomial ring over K in the

variables t1, . . . , td , and let A ∈ Z
d×n with column vectors aj . We define a K-

algebra homomorphism

π : S → T with xj �→ taj . (3.1)

The image of π is the K-subalgebra K[ta1, . . . , tan ] of T , denoted K[A]. We call
K[A] the toric ring of A. For the configuration matrix A of the above example we
have K[A] = K[t1, t3

1 t2
2 , t2

1 t2].
The kernel of π is denoted by IA and is called the toric ideal of A. In our example,

we have IA = (x1x2 − x2
3).

Proposition 3.1 Let A ∈ Z
d×n. Then dim K[A] = rank A.

Proof Let K(A) be the quotient field of K[A]. Then the Krull dimension of K[A]
is equal to the transcendence degree tr deg(K(A)/K) of K(A) over K , see [27,
Theorem A.16]. Let G ⊂ Z

d be the subgroup of Zd generated by the column vectors
of A. Then G is a free abelian group with rank A = rank G. Let b1, . . . , bm be a
Z-basis of integer vectors of G. Then m = rank A and K(A) = K(tb1, . . . , tbm).
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The desired result will follow once we have shown that the elements tb1, . . . , tbm

are algebraically independent over K . To see this, let F ∈ K[y1, . . . , ym] be a
polynomial with F(tb1, . . . , tbm) = 0. Say, F = ∑

c acyc with ac ∈ K . Then

0 =
∑

c

actc1b1+···+cmbm.

Since the vectors b1, . . . , bm are linearly independent it follows that the monomials
tc1b1+···cmbm are pairwise distinct. This implies that F = 0. �

Given a column vector

b =

⎛

⎜

⎜

⎜

⎝

b1

b2
...

bn

⎞

⎟

⎟

⎟

⎠

belonging to Z
n, we introduce the binomial fb ∈ S defined by

fb =
∏

bi>0

x
bi

i −
∏

bj <0

x
−bj

j .

Note that fb = xb+ − xb−
, where b+ and b− are vectors in Z

n with entries

b+
i =

{

bi, if bi ≥ 0,

0, if bi < 0,
and b−

i =
{

0, if bi > 0,

−bi, if bi ≤ 0.

Note that if f is any binomial in S, then f = ufb for a unique b ∈ Z
n and a unique

monomial u.
For example, if b = (1,−1, 0, 2), then fb = x1x

2
4 − x2 and if b = (1, 2, 3, 1),

then fb = x1x
2
2x3

3x4 − 1, while if f = x2
1x2 − x1x

2
2x3

3x4, then f = x1x2fb with
b = (1,−1,−3,−1).

Theorem 3.2 Any toric ideal is a binomial ideal. More precisely, let A ∈ Z
d×n.

Then IA is generated by the binomials fb with b ∈ Z
n and Ab = 0.

Proof We first show that IA is a binomial ideal. Let f ∈ Ker π with f = ∑

u λuu,
λu ∈ K and each u a monomial in S. We write f = ∑

c f (c), where f (c) =
∑

u, π(u)=tc λuu—the sum taken over those monomials u which appear in f .
It follows that

0 = π(f ) =
∑

c

π(f (c)) =
∑

c

(
∑

u, π(u)=tc

λu)tc,

and hence
∑

u, π(u)=tc λu = 0 for all c. Thus if f (c) �= 0 and u ∈ supp(f (c)), then

f (c) = ∑

v∈supp(f (c)) λv(v − u).



64 3 Introduction to Binomial Ideals

Finally, let fb ∈ S. Then π(fb) = tAb+ − tAb−
. Hence fb ∈ Ker π if and only if

Ab+ = Ab−, and this is the case if and only if Ab = 0. �
Proposition 3.3 Let A ∈ Z

d×n. The following conditions are equivalent:

(i) A is a configuration matrix;
(ii) for all b = (b1, . . . , bn)

t ∈ Z
n with Ab = 0 we have

∑n
i=1 bi = 0;

(iii) IA is a graded ideal.

Proof (i) ⇒ (ii): There exists c ∈ Q
d such that ctA = (1, . . . , 1). Now let

b = (b1, . . . , bn)
t ∈ Z

n with Ab = 0. Then

0 = ct (Ab) = (ctA)b = (1, . . . , 1)(b1, . . . , bn)
t =

n
∑

i=1

bi .

(ii) ⇒ (i): Let U ⊂ Q
n be the Q-subspace of Qn generated by the row vectors of A,

and let V ⊂ Q
n the Q-subspace generated by U and (1, . . . , 1). Then U ⊂ V and

(ii) implies that U⊥ = V ⊥, where for a Q-subspace W of Qn we denote by W⊥ the
Q-subspace of Qn consisting of all vectors v ∈ Q

n with w · v = 0 for all w ∈ W . It
follows that

U = (U⊥)⊥ = (V ⊥)⊥ = V,

since U and V are finitely generated vector spaces. Hence (1, . . . , 1) is a linear
combination of the row vectors of A. This implies (i).

(ii) ⇐⇒ (iii): By Theorem 3.2, the binomials fb with Ab = 0 generate IA. Thus
IA is graded if and only if all fb are homogeneous. This is the case if and only if
∑n

i=1 bi = 0 for all b with Ab = 0. �
It is clear that any toric ideal is a prime ideal. Theorem 3.2 has the following
converse.

Theorem 3.4 Let I ⊂ S be a binomial prime ideal. Then I is a toric ideal.

Proof Let fb and fc be two binomials. Then

fbfc = ufb+c − xb−
fc − xc−fb (3.2)

for some monomial u. By using that I is a prime ideal, it follows from (3.2) that if
fb, fc ∈ I , then fb+c ∈ I , and of course also f−b ∈ I , since f−b = −fb. Thus if
L ⊂ Z

n consists of all b ∈ Z
n with fb ∈ I , then L ⊂ Z

n is a subgroup of Zn.
We claim that Zn/L is torsionfree. Indeed, let b ∈ L with mb ∈ L for some

integer m > 1. We have to show that b ∈ L. We have that fmb ∈ I . If char(K) = 0,

then we decompose fmb = fbg, where g = x(m−1)b+ + x(m−2)b+
xb− + · · · +

xb+
x(m−2)b− + x(m−1)b− ∈ S. By using the substitutions xi �→ 1 for i = 1, . . . , n,

we easily see that g �∈ I since all binomials vanish on this substitution. Therefore,
fb ∈ I , since I is a prime ideal. This implies that b ∈ L.
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If char(K) = p > 0, then we write m = pem′ where e ≥ 0, m′ ≥ 1 are integers
such that p does not divide m′. In this case we decompose fmb as f

pe

b g′ where

g′ = (xpeb+
)m

′−1 +· · ·+ (xpeb−
)m

′−1 ∈ S. By using again the substitutions xi �→ 1
for i = 1, . . . , n, we get g′ �∈ I. Since I is a prime ideal, it follows that f

pe

b ∈ I,

whence fb ∈ I. This implies that b ∈ L.
The desired conclusion follows from Theorem 3.17. �
Let I be the binomial ideal generated by x2 − y2 in K[x, y]. Then I is not a

prime ideal, because x2 − y2 = (x + y)(x − y), and if char(K) = 2 it is not even a
radical ideal, because in this case x2 − y2 = (x − y)2.

The next result shows how the toric ideal of a matrix A ∈ Z
d×n can be computed

by elimination theory.
Let A = (a1, a2, . . . , an) ∈ Z

d×n, and let

S[t±1] = K[x1, x2, . . . , xn, t
±1
1 , t±1

2 , . . . , t±1
d ]

be the polynomial ring in n + d variables and define the ideal JA of S[t±1] by

JA = (x1 − ta1, x2 − ta2, . . . , xn − tan).

Proposition 3.5 The toric ideal IA ⊂ S of A is equal to the intersection of the ideal
JA ⊂ S[t±1] with S, i.e.,

IA = JA ∩ S.

Proof If a polynomial f = f (x1, x2, . . . , xn) ∈ S belongs to IA, then π(f ) = 0.
Thus f (ta1, ta2 , . . . , tan) = 0. Therefore the Taylor expansion of

f ((x1 − ta1) + ta1, (x2 − ta2) + ta2, . . . , (xn − tan) + tan)

with respect to yi = xi − tai for i = 1, . . . , n yields that f ∈ JA ∩ S. Hence
IA ⊂ JA ∩ S.

On the other hand, if a polynomial f = f (x1, x2, . . . , xn) ∈ S belongs to JA,
then there exist elements g1, g2, . . . , gn belonging to S[t±1] such that

f (x) = g1(x, t)(x1 − ta1) + · · · + gn(x, t)(xn − tan).

Then π(f ) = f (ta1, ta2 , . . . , tan) = 0. Thus f ∈ IA. Hence JA ∩ S ⊂ IA. �
By using Gröbner bases we can compute elimination as described in Section 1.4.

Applied to the present case and assuming that all entries of A are nonnegative
integers we proceed as follows: let <purelex denote the pure lexicographic order on
S[t] induced by

t1 > t2 > · · · > td > x1 > x2 > · · · > xn,



66 3 Introduction to Binomial Ideals

and compute the reduced Gröbner basis G of JA with respect to <purelex. Corol-
lary 1.35 then guarantees that G ∩S is the reduced Gröbner basis of IA with respect
to <purelex. In particular, G ∩ S is a system of generators of IA.

We come back to our example A =
(

1 3 2
0 2 1

)

. Then

JA = (x1 − t1, x2 − t3
1 t2

2 , x3 − t2
1 t2).

Computing the Gröbner basis of JA with respect to the lexicographic order induced
by t1 > t2 > x1 > x2 > x3 we obtain: x1x2 − x2

3 , t2x
3
3 − x2

2 , t2x1x3 − x2, t2x
2
1 −

x3, t1 − x1. Thus IA = (x1x2 − x2
3), as observed before.

Problems

3.1 Show that

A =

⎛

⎜

⎜

⎝

2 0 3 4
1 −2 1 −1
3 0 5 1
7 −1 12 5

⎞

⎟

⎟

⎠

is a configuration matrix.

3.2 Let A ∈ Z
d×n. Then IA is a principal ideal if and only if rank A = n − 1.

3.3 Let A = (3, 4, 5) ∈ Z
1×3. Compute IA.

3.4 Let I ⊂ K[x1, . . . , xn, y1, . . . , yn] be the ideal generated by a set S of 2-

minors of the 2 × n-matrix X =
(

x1 · · · xn

y1 · · · yn

)

. Show that I is a prime ideal if and

only if S is the set of all 2-minors of X.

3.5 Let char(K) = 0 and let b ∈ Z
n. Then I = (fb) ⊂ S is a radical ideal. In other

words, if g ∈ S and gk ∈ I for some k, then g ∈ I .

3.6 Let b1, . . . , br ∈ Z
n be Q-linearly independent vectors. Then fb1 , . . . , fbr

is a
regular sequence.

3.2 Gröbner Bases of Binomial Ideals

Gröbner bases of binomial ideals have many applications in combinatorics and
algebraic statistics. One of the nice properties is that reduced Gröbner bases of
binomial ideals consist again of binomials.
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Theorem 3.6 Let I be a binomial ideal of S. Then the reduced Gröbner basis of I

with respect to an arbitrary monomial order on S consists of binomials.

Proof In general, if f and g are binomials, then their S-polynomial S(f, g) is again
a binomial. It then follows from the argument done in the proof of Theorem 1.20
that a remainder of a binomial with respect to a set of binomials can be chosen as
a binomial, see Problem 3.7. Thus, applying Buchberger’s algorithm to a system of
generators of a binomial ideal I consisting of a finite number of binomials, we obtain
a minimal Gröbner basis G = {g1, g2, . . . , gs} of I , where each gi is a binomial.

Let gi = ui − vi , where ui and vi are monomials with ui = in<(gi). Recall
that G is reduced if vi cannot be divided by uj for i �= j . Suppose that G is not
reduced and, say, v2 is divided by u1. Let v2 = wu1, where w is a monomial.
We then replace g2 with g′

2 = g2 + wg1 = u2 − v′
2, where v′

2 = wv1. Then
{g1, g

′
2, g3, . . . , gs} is a minimal Gröbner basis of I consisting of binomials with

v′
2 < v2, since v1 < u1. Thus, after a finite number of steps, we obtain a reduced

Gröbner basis of I consisting of binomials. �
There is no analogue of Theorem 3.6 for ideals generated by polynomials with

more than two terms. For example, the ideal I = (x1 + x2 + x3, x1 + x4 + x5)

has the reduced Gröbner basis x1 + x4 + x5, x2 + x3 − x4 − x5 with respect to the
reverse lexicographic order induced by x1 > x2 > · · · > x5. Though all generators
of I only admit three terms, a polynomial with four terms belongs to the reduced
Gröbner basis of I .

Binomials in a binomial ideal can be written as linear combinations of the
binomial generators with coefficients which are monomials with scalars belonging
to Z1K . Indeed, we have

Lemma 3.7 Let I ⊂ K[x1, . . . , xn] be an ideal generated by the binomials
f1, . . . , fr . Let xu−xv be a binomial belonging to I . Then there exists an expression

xu − xv =
s
∑

k=1

zkxwk fik ,

where zk ∈ Z1K , wk ∈ Z
n
≥0, and 1 ≤ ik ≤ r for k = 1, 2, . . . , s.

Proof Let G = {f1, . . . , fr ′ } (r ≤ r ′) be a Gröbner basis of I with respect
to a given monomial order <, obtained by applying Buchberger’s algorithm to
{f1, . . . , fr }. The Gröbner basis G may not be reduced. By the argument in the
proof of Theorem 3.6, G consists of binomials. Let fi = xui − xvi (1 ≤ i ≤ r ′).
We may assume that in<(fi) = xui , since we can replace fi with −fi if needed.
We will show that fi (r < i ≤ r ′) has a presentation as stated in the lemma. Let
r < j ≤ r ′. Suppose that f1, . . . , fj−1 have such a presentation, and that fj is a
remainder of the S-polynomial g = S(fμ, fν) (1 ≤ μ < ν ≤ j − 1) with respect
to f1, . . . , fj−1. Then, g = xafμ − xbfν for some a, b ∈ Z

n
≥0. Moreover, since

f1, . . . , fj−1, and g are binomials, it follows from the proof of Theorem 1.20, that
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xafμ − xbfν =
t

∑

�=1

z′�xw′
�fj�

+ fj ,

where 1 ≤ j� ≤ j − 1, z′� ∈ Z and w′
� ∈ Z

n
≥0 for � = 1, 2, . . . , t . Thus,

fj = xafμ − xbfν −
t

∑

�=1

z′�xw′
�fj�

has the desired presentation.
Now let f = xu − xv ∈ I be arbitrary and suppose that f does not have the

desired presentation, and that in<(xu − xv) = xu is minimal among such binomials.
Since G is a Gröbner basis, there exists a binomial fi (1 ≤ i ≤ r ′) such that in<(fi)

divides in<(f ). Then, f = xwfi + xu′ − xv for some w, u′ ∈ Z
n
≥0 with xu′

< xu.

We may assume that xu′ − xv �= 0. Since xu′ − xv ∈ I satisfies in<(xu′ − xv) < xu,
by the assumption for f , the binomial xu′ − xv has the desired presentation. Thus,
f has the desired presentation as well, a contradiction. �

The preceding lemma can be improved as follows.

Lemma 3.8 Let I ⊂ K[x1, . . . , xn] be an ideal generated by the binomials
f1, . . . , fr . Let xu−xv be a binomial belonging to I . Then, there exists an expression

xu − xv =
s
∑

k=1

εkxwk fik ,

where εk ∈ {±1}, wk ∈ Z
n
≥0, and 1 ≤ ik ≤ r for k = 1, 2, . . . , s, and where

xwpfip �= xwq fiq for all 1 ≤ p < q ≤ s.

Proof By Lemma 3.7, there exists an expression

xu − xv =
s
∑

k=1

zkxwk fik ,

where zk ∈ Z, wk ∈ Z
n
≥0, and 1 ≤ ik ≤ r for k = 1, 2, . . . , s. Then we can rewrite

it as

xu − xv =
t

∑

j=1

(xaj − xbj ),

where each xaj − xbj coincides with εxwk fik for some ε ∈ {±1} and 1 ≤ k ≤ s

such that

u = a1, b1 = a2, b2 = a3, . . . , bt−1 = at , bt = v.
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Suppose that xap − xbp = xaq − xbq for some 1 ≤ p < q ≤ t . Then we have a
sequence

bp+1 = ap+2, bp+2 = ap+3, . . . , bq−1 = aq, bq = bp = ap+1.

Hence we have

q
∑

j=p+1

(xaj − xbj ) = 0.

Thus we have another expression

xu − xv =
p
∑

j=1

(xaj − xbj ) +
t

∑

j=q+1

(xaj − xbj ).

By repeating the same argument, we obtain the desired presentation. �
Corollary 3.9 Let K be a field, and let f1, . . . , fs be any set of binomial generators
of the binomial ideal I ⊂ K[x1, . . . , xn]. Let L be any other field, and let J ⊂
L[x1, . . . , xn] be the ideal generated by all binomials of I . Then f1, . . . , fs is as
well a system of generators of J .

Given a subset of vectors B ⊂ Z
m, one defines GB to be the graph with the

vertex set Zm
≥0 such that two vertices a and c are adjacent in GB if a−c ∈ ±B. The

vectors a and c are said to be connected via B if they belong to the same connected
component of GB . This is the case if and only if there exist u1, . . . , uk ∈ B such
that a + u1 + · · · + ui ∈ Z

m
≥0 for i = 1, . . . , k and c = a + u1 + · · · + uk .

The binomial ideal IB in the polynomial ring S = K[x1, . . . , xm] is defined to
be the ideal

IB = (xb+ − xb− : b ∈ B).

Corollary 3.10 Let a, b ∈ Z
m
≥0. Then a and b are connected via B, if and only if

xa − xb ∈ IB .

Proof Suppose first that a and b are connected via B. Then there exist u1, . . . , uk ∈
±B such that

a + u1 + u2 + · · · + ui ∈ Z
m
≥0 for all i = 1, . . . , k,

and

b = a + u1 + u2 + · · · + uk.
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We show by induction on k that xa − xb ∈ IB . If k = 1, then b = a + u1 ∈ Z
m
≥0.

This implies that u1 ≤ b, componentwise. Let c = a−u−
1 . Then c = b−u+

1 ∈ Z
m
≥0,

and hence

xa − xb = xc(xu−
1 − xu+

1 ) ∈ IB.

Now suppose k > 1 and that the assertion is true for i < k. Since a + u1 and b are
connected via k−1 edges of GB , our induction hypothesis implies that xa+u1 −xb ∈
IB , and this implies that

xa − xb = (xa − xa+u1) + (xa+u1 − xb) ∈ IB.

Conversely, suppose that xa − xb ∈ IB . Then Lemma 3.7 implies that there exist
u1, . . . , ut ∈ ±B and monomials xci such that

xa − xb =
t

∑

i=1

xci (xu+
i − xu−

i ).

We show by induction on t that a is connected to b via B. If t = 1, then xa−xb =
xc1(xu+

1 − xu−
1 ). Therefore, a = c1 + u+

1 and b = c1 + u−
1 , so that

a − u1 = c1 + u−
1 = b,

which means that a and b are connected via B. Now let t > 1. Then there exists an
integer i, say i = 1, such that xa = xc1+u+

1 . It follows that

xc1+u−
1 − xb =

t
∑

i=2

xci (xu+
i − xu−

i ).

Hence, our induction hypothesis implies that c1 + u−
1 and b are connected via B.

Since a and c1 + u−
1 are connected via B, the desired conclusion follows. �

Theorem 3.11 Let I be a binomial ideal of S and {g1, . . . , gs} a set of nonzero
binomials in I . Then, {g1, . . . , gs} is a Gröbner basis of I with respect to a
monomial order <, if and only if for all binomials 0 �= u − v ∈ I either u or v

belongs to (in<(g1), . . . , in<(gs)).

Proof Let f = u − v ∈ I . Then in<(f ) ∈ in<(I). Since in<(f ) is equal to u or to
v, it follows that either u or v belongs to in<(I). Thus, if both u and v do not belong
to (in<(g1), . . . , in<(gs)), then this ideal cannot be equal to in<(I).

On the other hand, suppose that {g1, . . . , gs} is not a Gröbner basis of I . Let
{g′

1, . . . , g
′
t } be the reduced Gröbner basis of I with respect to <. Since {g1, . . . , gs}

is not a Gröbner basis of I , we have
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in<(I) = (in<(g′
1), . . . , in<(g′

t )) � (in<(g1), . . . , in<(gs)).

Hence there exists 1 ≤ i ≤ t such that in<(g′
i ) does not belong to

(in<(g1), . . . , in<(gs)). By Theorem 3.6, g′
i is a binomial. Let g′

i = u − v with
in<(g′

i ) = u. Since {g′
1, . . . , g

′
t } is reduced, the monomial v does not belong to

in<(I) ⊃ (in<(g1), . . . , in<(gs)). Thus none of the monomials u and v in the
binomial g′

i ∈ I belong to (in<(g1), . . . , in<(gs)). �
Let I be a binomial ideal of K[x] = K[x1, x2, . . . , xn]. A nonzero binomial

f = u − v ∈ I is called primitive, if there is no nonzero binomial g = u′ − v′ ∈ I

with g �= f such that u′|u and v′|v. The set of all primitive binomials of I is called
the Graver basis of I .

Proposition 3.12 Let I be a binomial ideal. Then the Graver basis of I is finite.

Proof Let S be the set of all monomials xayb and xbya such that xa − xb belongs
to the Graver basis of I . By the definition of primitive binomials, there are no
divisibility relations among distinct elements of S . Hence, by Dickson’s Lemma,
S is finite. Thus the Graver basis is finite. �
Theorem 3.13 Let I be a binomial ideal and G its reduced Gröbner basis with
respect to a given monomial order. Then any binomial f ∈ G is a primitive
binomial.

Proof Suppose that the binomial f = u − v belongs to the reduced Gröbner basis
G of I with respect to the given monomial order <, and that the initial monomial of
f is u. Suppose that f is not primitive. Then there exists a binomial g = u′ −v′ ∈ I

with g �= f such that u′|u and v′|v. If the initial term of g is v′, then it contradicts the
hypothesis that G is reduced. Hence, the initial term of g is u′. Since the binomial f

belongs to the reduced Gröbner basis, its initial monomial u belongs to a minimal set
of generators of in<(I). Thus, we have u = u′. Then, g − f = v − v′ is a binomial
belonging to I . Since v′ divides v and v �= v′, it follows that in<(f − g) = v,
contradicting the assumption that G is a reduced Gröbner basis. �

Consider the binomial ideal I = (x2 − yz, x − y). The binomial x2 − yz is a
minimal generator of I but is not primitive. Hence by the previous theorem it cannot
belong to any reduced Gröbner basis of I . For example, if we compute the reduced
Gröbner basis of I with respect to the lexicographic order induced by x > y > z,
we obtain y2 − yz, x − y (which in this case is also a minimal set of generators).

Corollary 3.14 The reduced Gröbner basis of a binomial ideal is contained in its
Graver basis.

Recall that the union of the reduced Gröbner bases with respect to all possible
monomial orders is finite (Corollary 1.42) and called the universal Gröbner basis of
I . Corollary 3.14 says that the universal Gröbner basis of I is a subset of the Graver
basis of I . Since the Graver basis of a binomial ideal is finite, we have another proof
for the fact that the universal Gröbner basis is finite.
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For the case of graded toric ideals, the Graver basis contains another important
set of binomials.

Proposition 3.15 Let A ∈ Z
d×n be a configuration. Then any minimal set of

binomial generators of IA is contained in its Graver basis.

Proof By Proposition 3.3, IA is a graded ideal. Suppose that a binomial generator
f = u−v of IA is not primitive. Then there exists a nonzero binomial g = u′ −v′ ∈
IA with g �= f such that u′|u and v′|v. Let u′′ = u/u′ and v′′ = v/v′, and set
h = u′′ − v′′. Then f = u′′g + v′h. Since f and g belong to IA it follows that
v′h ∈ IA, and since IA is a prime ideal and v′ �∈ IA we see that h ∈ IA. Since
deg(g), deg(h) < deg(f ), we conclude that f is not a minimal generator of IA, a
contradiction. �

In Proposition 3.15, we cannot omit the hypothesis that IA is graded. For
example, if A = (1,−1) ∈ Z

1×2, then IA = (x1x2 − 1) = (x2
1x2

2 − 1, x3
1x3

2 − 1).
However, this minimal set of binomial generators {x2

1x2
2 − 1, x3

1x3
2 − 1} consists of

nonprimitive binomials.

Problems

3.7 Let f be a binomial and {g1, . . . , gs} a set of binomials.

(a) Show that a remainder of f with respect to {g1, . . . , gs} is a binomial if it is
obtained by the procedure given in the proof of Theorem 1.19.

(b) Give an example for which a remainder of f with respect to {g1, . . . , gs} is
not a binomial. (Hint: Consider for example the binomials f = x1x2 − x3x4,
g1 = x1x2−x5x6, g2 = x1x2−x7x8 and consider a lexicographic order induced
by x1 > · · · > x8.)

3.8 Let I be a binomial ideal.

(a) Does any system of binomial generators of I contain at least one primitive
binomial?

(b) Show that I can be (minimally) generated by primitive binomials.

3.9

(a) Let In ⊂ K[x1, . . . , xn, y1, . . . , yn] be the ideal generated by the set S of all

2-minors of the 2 × n-matrix X =
(

x1 · · · xn

y1 · · · yn

)

. Show that S is a reduced

Gröbner basis of In with respect to x1 > · · · > xn > y1 > · · · > yn.
(b) Show that the minors generating I3 form a Graver basis of I3.

3.10 Let A = (3, 4, 5) ∈ Z
1×3. Compute the Graver basis of IA.
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3.3 Lattice Ideals and Lattice Basis Ideals

In this section we give another interpretation of toric ideals. A subgroup L of Zn

is called a lattice. Recall from basic algebra that L is a free abelian group of rank
m ≤ n. The binomial ideal IL ⊂ S generated by the binomials fb with b ∈ L is
called the lattice ideal of L.

Consider for example, the lattice L ⊂ Z
3 with basis (1, 1, 1)t , (1, 0,−1)t . Then

b ∈ L if and only if Ab = 0, where A = (1,−2, 1). Thus in this case we have that
IL is a toric ideal, namely IA. On the other hand, any toric ideal is a lattice ideal.
Indeed, we have

Proposition 3.16 Let A ∈ Z
d×n. Then the toric ideal IA is equal to the lattice ideal

IL, where L = {b : Ab = 0}.
Proof By Theorem 3.2 we know that IA is generated by the binomials fb with
Ab = 0. �

Not all lattice ideals are toric ideals. The simplest such example is the ideal IL

for L = 2Z ⊂ Z. Here IL = (x2 − 1). If IL would be a toric ideal it would be a
prime ideal. But x2 − 1 = (x + 1)(x − 1), and so IL is not a prime ideal.

We have the following general result:

Theorem 3.17 Let L ⊂ Z
n be a lattice. The following conditions are equivalent:

(i) the abelian group Z
n/L is torsionfree;

(ii) IL is a prime ideal;

The equivalent conditions hold, if and only if IL is a toric ideal.

Proof (i) ⇒ (ii): Since Z
n/L is torsionfree, there exists an embedding Z

n/L ⊂ Z
d

for some d. Let e1, . . . , en be the canonical basis of Zn. Then for i = 1, . . . , n,
ei + L is mapped to ai ∈ Z

d via this embedding. It follows that
∑n

i=1 biai = 0 if
and only if b = (b1, . . . , bn)

t ∈ L. In other words, b ∈ L if and only if Ab = 0,
where A is the matrix whose column vectors are a1, . . . , an. Therefore, Theorem 3.2
implies that IL is the toric ideal of A, and hence a prime ideal.

(ii) ⇒ (i) is already shown in the proof of Theorem 3.4.
In the proof of (i) ⇒ (ii) we have seen that IL is a toric ideal if Z

n/L is
torsionfree. �

Let I and J be two ideals. The saturation of I with respect to J is the ideal
I : J∞, where by definition I : J∞ = ⋃

k(I : J k).

Proposition 3.18 Let I ⊂ S be a binomial ideal. Then I : (
∏n

i=1 xi)
∞ is also a

binomial ideal.
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Proof We set x = ∏n
i=1 xi . Then

I : (

n
∏

i=1

xi)
∞ = ISx∩S, (3.3)

see Problem 3.15. Here Sx denotes the localization with respect to the multiplica-
tively closed set {1, x, x2, . . .} consisting of the powers of x.

Consider the polynomial ring T = K[x1, . . . , xn, y1, . . . , yn] over K in
the variables x1, . . . , xn, y1, . . . , yn. Then T/(x1y1 − 1, . . . , xnyn − 1)∼=Sx , and
hence T/(I, x1y1 − 1, . . . , xnyn − 1)T∼=Sx/ISx . Therefore, ISx∩S = (I, x1y1 −
1, . . . , xnyn − 1)T∩S. By Corollary 1.35, Theorem 3.2, and Theorem 3.6 it follows
that I : (

∏n
i=1 xi)

∞ is a binomial ideal. �
Theorem 3.19 Let I ⊂ S be a binomial ideal. Then I : (

∏n
i=1 xi)

∞ is a lattice
ideal.

Proof Let

L = {b ∈ Z
n : ufb ∈ I for some monomial u}.

We claim that L ⊂ Z
n is a lattice. Indeed, if b ∈ L, then ufb ∈ I for some monomial

u and hence uf−b = −ufb ∈ I . This shows that −b ∈ L. Now let c ∈ L be another
vector. Then there exists a monomial v such that vfc ∈ I . By using Formula (3.2)
we get

(ufb)(vfc) = uv(wfb+c − xb−
fc − xc−fb) = uvwfb+c − xb−

u(vfc) − xc−v(ufb).

It follows from this equation that b + c ∈ L. This proves the claim.
Next we claim that I : (

∏n
i=1 xi)

∞ = IL. By the definition of L it follows that
IL ⊂ I : (

∏n
i=1 xi)

∞. This implies that IL : (
∏n

i=1 xi)
∞ ⊂ I : (

∏n
i=1 xi)

∞. On
the other hand, since I ⊂ IL it follows that I : (

∏n
i=1 xi)

∞ ⊂ IL : (
∏n

i=1 xi)
∞,

and hence we conclude that I : (
∏n

i=1 xi)
∞ = IL : (

∏n
i=1 xi)

∞. Thus it suffices to
show that IL : (

∏n
i=1 xi)

∞ = IL. But this follows from Theorem 3.20. �

Theorem 3.20 Let L ⊂ Z
n be a lattice. Then IL : (

∏n
i=1 xi)

∞ = IL.

Proof We only need to show that IL : (
∏n

i=1 xi)
∞ ⊂ IL. Let f ∈ IL : (

∏n
i=1 xi)

∞.
By Proposition 3.18 we may assume that f is a binomial, and we may further
assume that f = fb for some b ∈ Z

n. We want to show that b ∈ L. Since
fb ∈ IL : (

∏n
i=1 xi)

∞, it follows that 1 − xb ∈ ILSx , where x = ∏n
i=1 xi . Observe

that ILSx is generated by the binomials 1 − xc with c ∈ L. Therefore, Sx/ILSx is
isomorphic to the group ring K[Zn/L] which admits the K-basis consisting of the
elements of the group G = Z

n/L with group operations in multiplicative notation.
In particular, the unit element 1G of G is equal to 0 +L. Multiplication of elements
of K[G] is defined by linear extension of the multiplication on G. The isomorphism
Sx/ILSx → K[G] is given as follows: let xc ∈ Sx with c ∈ Z

n. Then xc + ILSx is
mapped to g = c + L in K[G].
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Let g = b + L. Then 1G − g = 0 in K[Zn/L] because 1 − xb ∈ ILSx . Due
to the above isomorphism, this implies that b + L = 0 + L, and hence b ∈ L, as
desired. �
Corollary 3.21 Let I ⊂ S be a binomial ideal. Then I is a lattice ideal if and only
if I : (

∏n
i=1 xi)

∞ = I .

Let L ⊂ Z
n be a lattice and let B = b1, . . . , bm be a basis of the free abelian

group L. The ideal IB is called a lattice basis ideal of L. In general, IB �= IL.
Consider for example, A = (3, 4, 5) ∈ Z

1×3. The toric ideal IA is the lattice ideal of
the lattice L with basis B = (2, 1,−2), (1,−2, 1). Then IB = (x2y−z2, xz−y2),
while IL contains the binomial x3 − yz which does not belong to IB .

However one has

Corollary 3.22 Let B be a basis of the lattice L. Then IB : (
∏n

i=1 xi)
∞ = IL.

Proof By Theorem 3.19 there exists a lattice L′ ⊂ Z
n such that IB : (

∏n
i=1 xi)

∞ =
IL′ and Theorem 3.20 implies that IL′ = IB : (

∏n
i=1 xi)

∞ ⊂ IL : (
∏n

i=1 xi)
∞ =

IL.
It remains to be shown that IL ⊂ IL′ . Let v ∈ L. We will show that fv ∈ IL′ . Let

B = b1, . . . , br . Then v = ∑r
i=1 zibi with zi ∈ Z. We set c(v) = ∑r

i=1 |zi | and
show by induction on c(v) that fv ∈ IL′ . If c(v) = 1, then v = ±bi for some i, and
hence fv = ±fbi

. Since IB ⊂ IL′ it follows that fv ∈ IL′ .
Now let c(v) > 1, then there exist w ∈ Z

n with c(w) < c(v) such that v = w±bi .
By induction hypothesis, fw ∈ IL′ , and further fbi

∈ I ′
L, as shown before. Thus

formula (3.2) implies that there exists a monomial u such that ufv ∈ IL′ . Since
IL′ = IB : (

∏n
i=1 xi)

∞, it follows that fv ∈ IL′ . �
We have seen above that IL is not always a prime ideal. The lattice ideal IL is

not even a radical ideal if char(K) = p > 0. Indeed, if L = (p,−p) ⊂ Z
2, then

IL = (xp − yp), and we have f = x − y �∈ IL but f p ∈ IL.
However, if char(K) = 0 or char(K) = p > 0 and p is big enough, then IL is a

radical ideal. More precisely, we have

Theorem 3.23 Let L ⊂ Z
n be a lattice and let t be the maximal order of a torsion

element of Zn/L. If char(K) = 0 or char(K) > t , then IL is a radical ideal.

Proof Let f ∈ S with f k ∈ IL. We want to show that f ∈ IL. We have f k ∈ ILSx .
Suppose we have shown that ILSx is a radical ideal. Then it follows that f ∈ ILSx ,
and hence f ∈ ILSx∩S. Therefore, (3.3) and Theorem 3.20 yield that f ∈ IL.

It remains to be shown that the group ring K[G] isomorphic to Sx/ILSx is
reduced, where G = Z

n/L (see the proof of Theorem 3.20). Since G is of the
form Z

r⊕⊕n−r
i=1 Z/(mi)Z for some r and suitable integers mi > 0, it follows that

K[G]∼=Sx/(x
m1
1 − 1, . . . , x

mn−r

n−r − 1)Sx . Let K̄ be the algebraic closure of K . If
K̄[G] is reduced, then K[G] is reduced. Thus we may assume that K is algebraically
closed. Since char(K) > mi for i = 1, . . . , n− r , it follows that all the polynomials
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x
mi

i − 1 are separable. Hence x
mi

i − 1 = ∏mi

j=1(xi − uij ) with pairwise distinct
uij ∈ K . It follows that

(x
m1
1 − 1, . . . , x

mn−r

n−r − 1) =
⋂

(x1 − u1j1, x2 − u2j2, . . . , xn−r − un−r,jn−r ),

where the intersection is taken over all ji = 1, . . . , mi for i = 1 . . . , n − r . This
shows that K[G] is indeed reduced. �

Problems

3.11 Let k and l be positive integers such that gcd(k, l) = 1. Show that (xk −
yk, xl − yl) : (xy)∞ = (x − y). Which is the smallest integer m with the property
that (xk − yk, xl − yl) : (xy)m = (x − y)?

3.12 Let L ⊂ Z
n be a lattice. Prove that height IL = rank L.

3.13 Let X = (xij ) be an m × n-matrix of variables, and let I2(X) ⊂ K[X] be the
ideal of 2-minors of K[X], where K[X] is the polynomial ring over the field K in
the variables xij .

(a) Show that I2(X) is a lattice ideal IL. What is the rank of L?
(b) Let J2(X) be the ideal generated by the adjacent minors xij xi+1,j+1 −

xi,j+1xi+1,j with i = 1, . . . , m − 1 and j = 1, . . . , n − 1. Show that J2(X) is
a lattice basis ideal of L.

3.14 We maintain the notation of Problem 3.13. Show that the lattice basis ideal
J2(X) is a radical ideal if and only if m ≤ 2 or n ≤ 2.

3.15 Let K be a field, and I be an ideal in the polynomial ring S = K[x1, . . . , xn].
Set x = ∏n

i=1 xi . Then

I : (

n
∏

i=1

xi)
∞ = ISx∩S.

Here Sx denotes the localization with respect to the multiplicatively closed set
{1, x, x2, . . .} consisting of the powers of x.

3.4 Lawrence Ideals

We introduce the notion of the Lawrence ideal Λ(I) of a binomial ideal. This will
help us to better understand the primitive binomials of I .

Let K[x, y] denote the polynomial ring

K[x, y] = K[x1, x2, . . . , xn, y1, y2, . . . , yn].
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If f = xa − xb is a binomial belonging to K[x], then we introduce the binomial f �

belonging to K[x, y] by

f � = xayb − xbya.

Given a binomial ideal I of K[x], the Lawrence ideal of I is defined to be the ideal

Λ(I) = (f � : f = xa − xb ∈ I ). (3.4)

Lemma 3.24 Let I be a binomial ideal of K[x] and let F = u − v be a binomial
in Λ(I) such that u and v are relatively prime. Then there exists a binomial f ∈ I

such that F = f �.

Proof Let F = xayb′ − xbya′ ∈ Λ(I).
Then

F =
q
∑

i=1

hi(x1, . . . , xn, y1, . . . , yn)(xai ybi − xbi yai ), (3.5)

where hi ∈ K[x, y] and xai − xbi ∈ I . By substituting y1 = · · · = yn = 1 in (3.5),
one has

xa − xb =
q
∑

i=1

hi(x1, . . . , xn, 1, . . . , 1)(xai − xbi ).

Thus, xa − xb belongs to I . Furthermore, by replacing in (3.5) yi by xi for each
i = 1, 2, . . . , n, we obtain

xa+b′ − xb+a′ = 0,

and hence a+b′ = b+a′. Since xayb′
and xbya′ are relatively prime, it follows that

xa and xb are relatively prime. Hence there exist nonnegative integer vectors a′′ and
b′′ belonging to Z

n such that a′ = a + a′′ and b′ = b + b′′. Since a + b′ = b + a′
and since ya′ and yb′

are relatively prime, one has a′′ = b′′ = 0. It then follows that
F = f �, where f = xa − xb. �
Lemma 3.25 Let L ⊂ Z

n be a lattice. Then we have:

(a) A binomial f ∈ IL is primitive if and only if f � ∈ Λ(IL) is primitive.
(b) Every primitive binomial belonging to Λ(IL) is of the form f �, where f is a

primitive binomial belonging to IL.

Proof

(a) Suppose that the binomial f = xa − xb ∈ IL is not primitive. Then there is
a nonzero binomial g = xa′ − xb′ ∈ IL with f �= g for which xa′ |xa and
xb′ |xb. Then xa′yb′ |xayb and xb′

ya′ |xbya. Since g� �= f �, it follows that f � is
not primitive.
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Conversely, let f = xa − xb ∈ IL, and suppose that f � = xayb − xbya ∈
Λ(IL) is not primitive. Then there is a nonzero binomial G = xa′yb′′ −xb′

ya′′ ∈
Λ(IL) with G �= f � such that xa′yb′′ |xayb and xb′

ya′′ |xbya. If xa′yb′′
and xb′

ya′′

are not relatively prime, then xa and xb are not relatively prime. Since IL is a
lattice ideal, Theorem 3.20 implies that f is not primitive. Suppose that xa′yb′′

and xb′
ya′′ are relatively prime. By Lemma 3.24, we have G = g�, where g =

xa′ − xb′ ∈ IL. One has xa′ |xa and xb′ |xb. Since G �= f # it follows that g �= f .
Thus f is not primitive.

(b) We first observe that Λ(IL) is again a lattice ideal, namely Λ(IL) = IL′ , where

L′ = {(v,−v) ⊂ Z
n × Z

n : v ∈ L}.

Since in a lattice ideal, any primitive binomial u − v has the property that u

and v are relatively prime, we may apply Lemma 3.24, and deduce that every
primitive binomial of Λ(IL) is of the form f �, where f = xa − xb ∈ IL. By
(a), f is primitive. �

Theorem 3.26

(a) Let I be a binomial ideal of K[x] and let {g�
1, g

�
2, . . . , g

�
m} be a minimal set of

generators of Λ(I) with each gi ∈ I . Then the Graver basis of I is contained
in {g1, g2, . . . , gm}.

(b) Let I be a lattice ideal. Then the following conditions are equivalent:

(i) {g1, . . . , gm} is the Graver basis of I ;
(ii) {g�

1, . . . , g
�
m} is the Graver basis of Λ(I);

(iii) {g�
1, . . . , g

�
m} is the universal Gröbner basis of Λ(I);

(iv) {g�
1, . . . , g

�
m} is the reduced Gröbner basis of Λ(I) with respect to any

monomial order;
(v) {g�

1, . . . , g
�
m} is a minimal set of generators of Λ(I).

If the equivalent conditions hold, then {g�
1, . . . , g

�
m} is the unique minimal set of

generators of Λ(I).

Proof

(a) Suppose that f = xa − xb ∈ I is primitive. Since f � belongs to Λ(I) =
(g

�
1, g

�
2, . . . , g

�
m), there exist polynomials h1, . . . , hm belonging to K[x, y] such

that f � = xayb − xbya = h1g
�
1 + · · · + hmg

�
m. Then a monomial, say xa′yb′

,

appearing in one of g
�
1, . . . , g

�
m divides xayb. Let g

�
i = xa′yb′ − xb′

ya′ . Then

gi = xa′ −xb′ ∈ I is a nonzero binomial such that xa′ divides xa and xb′
divides

xb. Since f is primitive, we have f = gi , as desired.
(b) By Lemma 3.25, we have (i) ⇐⇒ (ii). Every reduced Gröbner basis is a subset

of the universal Gröbner basis. Furthermore, it follows from Corollary 3.14 that
the universal Gröbner basis is a subset of the Graver basis. Since every reduced
Gröbner basis of Λ(I) is a system of generators of Λ(I), the equivalence of
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(ii)–(v) follows once we have shown that the Graver basis of Λ(I) is the unique
minimal system of generators of Λ(I) consisting of binomials.

Suppose that {g�
1, g

�
2, . . . , g

�
m} is a minimal set of generators of Λ(I). It

follows from (a) that the Graver basis of I is contained in {g1, g2, . . . , gm}. Let
{gi1, gi2 , . . . , gik } be the Graver basis of I . By Lemma 3.25, {g�

i1
, g

�
i2
, . . . , g

�
ik
}

is the Graver basis of Λ(I). Since the Graver basis is a system of generators,
we have {g�

1, g
�
2, . . . , g

�
m} = {g�

i1
, g

�
i2
, . . . , g

�
ik
}. Therefore, {g�

1, g
�
2, . . . , g

�
m} is the

Graver basis of Λ(I). In particular, a minimal set of generators of Λ(I) is uniquely
determined. �

Theorem 3.26 can be used to compute the Graver basis of a lattice ideal. For this
purpose it suffices to show that for a given lattice L ⊂ Z

n a system of generators of
Λ(IL) can be determined. We describe a method to do this.

Let B be a basis of L. Since Λ(IL) = IL′ , where

L′ = {(v,−v) ⊂ Z
n × Z

n : v ∈ L},

a lattice basis for L′ is B′ = {(v,−v) : v ∈ B}. The lattice basis ideal of L′ for the
basis B′ is the ideal

IB′ = (xv+yv− − xv−yv+ : v ∈ B) in K[x, y].

Now it follows from Corollary 3.22 that

Λ(IL) = IB′ : (

n
∏

i=1

xi)
∞.

This colon ideal can be computed by using Proposition 1.39 or Proposition 1.40.
For an integer matrix A ∈ Z

d×n, the Lawrence ideal Λ(IA) of the toric ideal IA

is a toric ideal of a configuration. In the rest of the present section, we study how to
construct the corresponding configuration.

The Lawrence lifting of an integer matrix A ∈ Z
d×n is the configuration

Λ(A) =
(

A 0
In In

)

∈ Z
(d+n)×2n,

where In is the n × n identity matrix. For example, if

A =
⎛

⎝

1 0 −1 0
0 1 −1 0
1 1 1 1

⎞

⎠ ∈ Z
3×4,
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then its Lawrence lifting is

Λ(A) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 −1 0 0 0 0 0
0 1 −1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

∈ Z
7×8. (3.6)

We will show that Λ(IA) = IΛ(A).
Let K[t, t−1, z] denote the Laurent polynomial ring

K[t, t−1, z] = K[t1, t−1
1 , t2, t

−1
2 , . . . , td , t−1

d , z1, z2, . . . , zn].

The toric ring of the Lawrence lifting Λ(A) is

K[Λ(A)] = K[ta1z1, ta2z2, . . . , tanzn, z1, z2, . . . , zn].

Let K[x, y] denote the polynomial ring

K[x, y] = K[x1, x2, . . . , xn, y1, y2, . . . , yn]

and define the ring homomorphism

π : K[x, y] → K[Λ(A)]

by setting π(xi) = tai zi for 1 ≤ i ≤ n and π(yj ) = zj for 1 ≤ j ≤ n. The toric
ideal IΛ(A) of Λ(A) is the kernel of π .

For example, the toric ideal of the Lawrence lifting (3.6) is

IΛ(A) = (x1x2x3y
3
4 − x3

4y1y2y3).

Note that Λ(A)w = 0 for w =
(

u
v

)

∈ Z
2n if and only if Au = 0 and v = −u.

Thus we have the following proposition.

Proposition 3.27 Let A ∈ Z
d×n be an integer matrix. Then Λ(IA) = IΛ(A).

Problems

3.16 Let I be a principal binomial ideal. Show that Λ(I) is also a principal ideal.



3.5 The Squarefree Divisor Complex 81

3.17 In Proposition 3.15 it is shown that if A is a configuration, then each minimal
set of generators of IA is contained in the Graver basis of IA. Show this is no longer
true, if the binomial ideal I is not a graded ideal.

3.18 Let L be a lattice. Show that IL is a prime ideal if and only if Λ(IL) is a prime
ideal. Is this statement true for any other binomial ideal?

3.19 Give an example of a binomial ideal I and a binomial f ∈ I such that f is
not primitive but f � ∈ Λ(I) is primitive.

3.5 The Squarefree Divisor Complex

Let K be a field, and let T = K[t1, . . . , td ] be the polynomial ring over K in the
variables t1, . . . , td . For a matrix A ∈ Z

d×n
≥0 with column vectors aj , we consider

the toric ring R = K[A] = K[u1, . . . , un] with uj = taj for j = 1, . . . , n and the
K-algebra homomorphism

π : S = K[x1, . . . , xn] → T with xj �→ taj . (3.7)

with kernel IA.
In this section we want to analyze the Betti numbers of the free S-resolution of

IA. To this end we introduce some concepts and terminology: a simplicial complex
Δ on V = {v1, v2, . . . , vn} is a collection Δ of subsets of V with the property that
for any F ∈ Δ and any G ⊂ F , it follows that G ∈ Δ. The elements of Δ are called
faces, and the maximal faces of Δ (maximal with respect to inclusion) are called the
facets of Δ. The dimension dim F of a face is given as dim F = |F | − 1. Finally
we set dim Δ to be the maximal dimension of a facet of Δ. Faces of Δ of dimension
i are called i-faces. Observe that the empty set is a face of Δ whose dimension is
defined to be −1.

Let d = dim Δ. Fix a field K . The augmented oriented chain complex of Δ (with
coefficients in K) is the complex ˜C (Δ;K):

0 −→ Cd(Δ;K) −→ Cd−1(Δ;K) −→ · · · −→ C0(Δ;K) −→ C−1(Δ;K)−→0,

where

Ci (Δ;K) =
⊕

F∈Δ,dim F=i

KeF and ∂eF =
i

∑

k=0

(−1)keFk
,

and where Fk is defined as follows: let F = {vj0 , . . . , vji
} with j0 < j1 < · · · < ji .

Then Fk = {vj0, . . . , v̂jk
, . . . , vji

}. We set
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˜Hi(Δ;K) = Hi( ˜C (Δ;K)), i = −1, . . . , d − 1,

and call ˜Hi(Δ;K) the i-th reduced simplicial homology of Δ. Similarly one defines
the i-th reduced simplicial cohomology of Δ, as

˜Hi(Δ;K) = Hi(HomK( ˜C (Δ;K),K)), i = −1, . . . , d − 1.

It can be easily shown that the reduced simplicial homology of Δ does not
depend on the labeling of V . On the other hand, it can be shown by examples
that for i > 1 the vanishing or non-vanishing of ˜Hi(Δ;K) may depend on the
field K . A fundamental theorem of topology (see for example [150, Theorem 34.3])
says that the reduced singular homology ˜Hi(X;K) of a topological space X with
triangulation Δ can be computed by means of the reduced simplicial homology.
Indeed one has

˜Hi(X;K) � ˜Hi(Δ;K).

One calls a subset H ⊂ Z
n an affine semigroup, if there are finitely many

elements a1, . . . , an ∈ H such that each element of H is a linear combination
λ1a1 + · · · + λnan with λi ∈ Z≥0 for all i. The elements a1, . . . , an are called
generators of H . The affine semigroup is called positive, if whenever we have
a,−a ∈ H , then a = 0.

Coming back to our algebra R = K[A], we notice that it has a K-basis consisting
of monomials ta. We denote this monomial basis by M . The set of exponents a
appearing as exponents of the basis elements of K[A] together with addition form
a positive affine semigroup H ⊂ Z

n
≥0 which is generated by a1, . . . , an. We will

assume that these elements form a minimal system of generators of H .
Given an element a ∈ H , we define the simplicial complex

Δa = {F ⊂ [n] : uF divides ta in R}.

where uF = ∏

j∈F uj .
The simplicial complex Δa is called the squarefree divisor complex of H (or of

A).
Let I ⊂ R be an ideal generated by elements of M . Then R/I is an H -graded

K-algebra and the canonical residue class map S → R/I is an H -graded K-algebra
homomorphism if we set deg xj = aj for j = 1, . . . , n. It follows that R/I becomes
an H -graded S-module. Consequently, the K-vector spaces TorSi (K,R/I) are H -
graded. We set βi,a(R/I) = TorSi (K,R/I)a, and call these numbers the H -graded
Betti numbers of R/I . They can be computed from the Koszul complex. Indeed,
TorSi (K,R/I)∼=Hi(x;R/I), as an H -graded K-vector space, cf. (2.2).

We will describe the H -graded Betti numbers of R/I in terms of certain reduced
simplicial homologies. Let Γ be a simplicial subcomplex of Δ. Then ˜C (Γ ;K) is
a subcomplex of ˜C (Δ;K). The homology of the complex ˜C (Δ;K)/ ˜C (Γ ;K) is
called the relative simplicial homology, and is denoted ˜H(Δ,Γ ;K).
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Theorem 3.28 For a ∈ H we let Γa = {F ∈ Δa : ta/uF ∈ I }. Then

(a) K(x;R/I)a∼=( ˜C (Δa;K)/ ˜C (Γa;K))(−1);
(b) βi,a(R/I) = dimK

˜Hi−1(Δa, Γa;K).

Proof

(a) The free R-module Ki(x;R) has the multigraded decomposition

Ki(x;R) =
⊕

F⊂[n],|F |=i

R(− deg uF ),

where the differentiation Ki(x;R) → Ki−1(x;R) on the component
R(− deg uF ) → R(− deg uF ′

) is given as multiplication by ε(F, F ′)ujk
.

Here ε(F, F ′) = 0, if F ′ �⊂ F , and ε(F, F ′) = (−1)k−1, if F ′ = F \ {jk}},
F = {j1 < j2 < · · · < ji}.

Let us fix a ∈ H . In order to have R(− deg uF )a �= 0, we must have
a − deg uF ∈ H , which is equivalent to saying that uF |ta. If this is the case,
then R(− deg uF )a is a 1-dimensional K-vector space with basis element ta/uF .
Thus we see that

Ki(x;R)a =
⊕

F∈Δa,|F |=i

Kta/uF .

With respect to these K-bases of the Ki(x;R)a, the maps in K(x;R)a are the
same as those in ˜C (Δa;K)(−1), since ˜C (Δa;K) is the complex of K-vector
spaces with

˜Ci−1(Δa;K) =
⊕

F∈Δa,|F |=i

KeF

and with differentiation on the component KeF → KeF ′ which maps eF to
ε(F, F ′)eF ′ , as explained in Section 2.2.

Similar arguments apply to K(x; I )a. Thus the short exact sequence of
complexes

0 −→ K(x; I )a −→ K(x;R)a −→ K(x;R/I)a −→ 0

yields the desired isomorphism (a).
(b) is an immediate consequence of (a), since we have TorRi (K,R/I)a∼=Hi(x;R/I)a,

see (2.2). �
For the applications to follow we need a duality statement for relative simplicial

homology. Let Δ be an arbitrary simplicial complex on [n]. The Alexander dual Δ∨
of Δ is defined by

Δ∨ = {F ∈ [n] : F̄ �∈ Δ},

where F̄ = [n] \ F.
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Lemma 3.29 Let Γ ⊂ Δ be simplicial complexes on [n]. Then

˜Hi(Δ, Γ ;K)∼=˜Hn−2−i (Γ ∨,Δ∨;K)∼=˜Hn−2−i (Γ
∨,Δ∨;K).

Proof Let e1, . . . , en be a basis of the K-vector space E. Then the elements eF =
ej1 ∧ · · · ∧ eji

for all F = {j1 < j2 < · · · < ji} of cardinality i form a K-basis of
∧i

E, and we have ˜Ci (Γ ;K) ⊂ ˜Ci (Δ;K) ⊂ ∧i
E.

For all i we define an isomorphism of K-vector spaces
∧i

E → (
∧n−i

E)∗,
where (

∧n−i
E)∗ denotes the K-dual of

∧n−i
E. This isomorphism assigns to eF

the element ε(F, F̄ )(eF̄ )∗, where (eF̄ )∗ is the basis element of (
∧n−i

E)∗ with
(eF̄ )∗(eG) = 1 if G = F̄ and (eF̄ )∗(eG) = 0, otherwise, and where the sign ε(F, F̄ )

is defined by the equation eF ∧eF̄ = ε(F, F̄ )e1∧· · ·∧en. This isomorphism induces
the first isomorphism between reduced simplicial homology and cohomology. For
the second isomorphism see Problem 3.20. �

In general the H -graded Betti numbers βi,a of K[A] may depend on the base
field. But nevertheless one has

Theorem 3.30 With the notation introduced, the H -graded Betti numbers βi,a are
independent of K in the following cases:

(i) i = 0, 1, n − 1, n;
(ii) i = 2 if R∼=K[x1, . . . , xn];

(iii) i = n − 2 if I = 0.

Proof The assertions of (i) are obvious for i = 0 and i = n. In fact, β0,a = 1 for
a = 0 and β0,a = 0 for a �= 0, while βn,a is an H -graded component of the socle of
R/I .

By Problem 3.21, dimK
˜H0(Δ, Γ ;K) is independent of K for all simplicial

complexes Γ ⊂ Δ. The same holds for the dimension of ˜Hn−2(Δ, Γ ;K), since by
Lemma 3.29, this vector space is isomorphic to ˜H0(Γ

∨,Δ∨;K). Thus the assertion
for i = 1 and i = n − 1 follows from Theorem 3.28(b).

Under the assumptions of (ii), Δa is a simplex on the set {i : ai �= 0}. Therefore,
˜C (Δa;K) is acyclic, and hence from the long exact homology sequence arising

from the short exact sequence

0 → ˜C (Γa;K) → ˜C (Δa;K) → ˜C (Δa;K)/ ˜C (Γa;K) → 0.

we obtain dimK
˜H1(Δa, Γa;K) = dimK

˜H0(Γa;K). This proves (ii).
Finally, if I = 0, then Γa = ∅ for all a ∈ H . Therefore, in this case, if we denote

by Σ the simplex on [n], Lemma 3.29 implies that

dimK
˜Hn−3(Δa, Γa;K) = dimK

˜H1(Σ,Δ∨
a ;K) = dimK

˜H0(Δ
∨
a ;K).

Thus (iii) follows. �
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Recall that a monomial xa in S is called squarefree if the exponent vector
a = (a1, . . . , an) is squarefree, which means that 0 ≤ ai ≤ 1 for i = 1, . . . , n.
Lemma 1.13 says that a monomial ideal is a squarefree monomial ideal if it is
generated by squarefree monomials.

As another application of Theorem 3.28 we will prove a theorem of Hochster
[116] which describes the Z

n-graded Betti numbers of S/I when I is a squarefree
monomial ideal.

Let K be a field, S = K[x1, . . . , xn] be the polynomial ring over K in the
variables x1, . . . , xn, and let Σ be a simplicial complex of [n]. The Stanley–Reisner
ideal of Σ , denoted IΣ , is the squarefree monomial ideal generated by the monomial
xF = ∏

i∈F xi with F ⊂ [n] and F /∈ Σ . Note that for any squarefree monomial
ideal I ⊂ S, there exists a unique simplicial complex Σ such that I = IΣ . The
Stanley–Reisner ring of Σ over K is defined to be the K-algebra K[Σ] = S/IΣ .

Let a = (a1, . . . , an) ∈ Z
n. We set supp(a) = {i ∈ [n] : ai �= 0}.

Theorem 3.31 (Hochster) Let Σ be a simplicial complex on [n] and a ∈ Z
n. Then

the following holds:

(a) βi,a(K[Σ]) = 0, if a is not squarefree.
(b) If a is squarefree, then βi,a(K[Σ]) = dimK

˜H|W |−i−1(ΣW ;K) for all i, where
W = supp(a) and ΣW = {F ∈ Σ : F ⊂ W }.

Proof In the situation of the theorem, H = Z
n
≥0, R = S, and I = IΣ . Let a ∈ H .

Then Δa consists of all subset of W = supp(a), and hence is a simplex on W .
Furthermore,

Γa = {F ∈ Δa : supp(a − εF ) �∈ Σ},

where εF is the unique squarefree vector with supp(εF ) = F .
Proof of (a): Let a ∈ Z

n
≥0 be not squarefree, and choose j such that aj ≥ 2.

Let A be the set of vectors a′ ∈ Z
n
≥0 with a′

j ≥ 2 and a′
i = ai for all i �= j .

Then Δa = Δa′ and Γa = Γa′ for all a′ ∈ A . Thus Theorem 3.28(b) implies that
βi,a(K[Σ]) = βi,a′(K[Σ]) for all a′ ∈ A . Suppose that βi,a(K[Σ]) �= 0. Then
βi,a′(K[Σ]) �= 0 for all a′ ∈ A . Since |A | = ∞, it would follows that K[Σ] has
infinitely many non-vanishing Betti numbers, a contradiction.

Proof of (b): Let a be squarefree and let W = supp(a). Then F ∈ Γa if and only
if W \ F �∈ ΣW . This implies that Γ ∨

a = ΣW , where the Alexander dual of Γa is
taken with respect to the vertex set W . Since the Alexander dual Δ∨

a with respect to
W is the empty set, Theorem 3.28(b) together with Lemma 3.29 implies that

βi,a(K[Σ]) = dimK
˜Hi−1(Δa, Γa;K) = dimK

˜H|W |−i−1(ΣW ;K);

as desired. �



86 3 Introduction to Binomial Ideals

Problems

3.20 Let K be a field and C : 0 → Cd → · · · → Ci → · · · → C0 → 0 be a
complex of finite dimensional K-vector spaces, and let C∗ = HomK(C,K) be the
dual complex of C. Show that Hi(C)∼=Hi(C∗) for all i.

3.21 Let Γ ⊂ Δ be simplicial complexes, and let K be a field. Show that the
dimension of ˜H0(Γ,Δ;K) is independent of K .

3.22 Let R = K[A] and I ⊂ R be as in Theorem 3.28. Show that all H -graded
Betti numbers of R/I are independent of K if n ≤ 4, or n = 5 and either (i) R is
the polynomial ring or else (ii) I = 0.

Notes

One of the first articles where binomial ideals appeared is [90]. In that paper
the relation ideals of semigroup rings were identified as binomial ideals. A first
systematic treatment of binomial ideals and toric rings is given in the Sturmfels’
book [202] with applications to convex polytopes and integer programming. That
treatment also includes, for the case of toric ideals, the basic facts presented in
Sections 3.1 and 3.2. Hoşten and Shapiro [118] introduced lattice basis ideals and
discussed their primary decomposition in some special cases. In the fundamental
article [58], Eisenbud and Sturmfels develop a general theory of binomial ideals
and their primary decomposition. In their terminology, a binomial is a polynomial
with at most two terms. In that paper a more general version of Theorem 3.12
can be found. A similar result for lattice basis ideals has been shown by Fischer
and Shapiro [73], cf. Corollary 3.22. In Section 3.4, Lawrence ideals attached to
binomial ideals are introduced. It is shown in Proposition 3.27 that the Lawrence
ideal of the toric ideal of a matrix is the toric ideal of the Lawrence lifting of
this matrix. A theorem analogue to Theorem 3.26, but stated for Lawrence liftings
appeared first in [204] and can also be found in [202]. Higher Lawrence liftings
were introduced in [185], and have been further generalized and studied in [31].
A different definition of Lawrence ideals is given in [32] which however coincides
with the definition given here, in the case that the given binomial ideal is a lattice
ideal. The content of Section 3.5 is taken from [28].

For further reading we recommend the book [146] by Miller and Sturmfels, the
article [58] by Eisenbud and Sturmfels, as well the papers [123, 124, 170] for newer
developments.



Chapter 4
Convex Polytopes and Unimodular
Triangulations

Abstract The triangulation of a convex polytope is one of the most important topics
in the classical theory of convex polytopes. In this chapter the modern treatment
of triangulations of convex polytopes is systematically developed. In Section 4.1
we recall fundamental materials on convex polytopes and summarize basic facts
without their proofs. The highlight of Chapter 4 is Section 4.2, where unimodular
triangulations of convex polytopes are introduced and studied in the frame of initial
ideals of toric ideals of convex polytopes. Furthermore, the normality of convex
polytopes is discussed. Finally, in Section 4.3, we study the Lawrence lifting of a
configuration, which is a powerful tool for computing the Graver basis of a toric
ideal. Furthermore, unimodular polytopes, which form a distinguished subclass of
the class of normal polytopes, are discussed.

4.1 Foundations on Convex Polytopes

We collect fundamental material on convex polytopes and summarize basic facts on
their classical theory. A detailed proof of each fact, which will be omitted, can be
found in [19, 85, 221].

4.1.1 Convex Sets

A nonempty subset C ⊂ R
d is called convex if, for any two points a and b belonging

to C, the segment

{ ta + (1 − t)b : 0 ≤ t ≤ 1 }

is contained in C. Clearly, Rd is a convex set. Furthermore, if {Cλ}λ∈Λ is a family
of convex sets of Rd with ∩λ∈ΛCλ �= ∅, then ∩λ∈ΛCλ is again a convex set of Rd .
It then follows easily that, given a nonempty subset X ⊂ R

d , there exists a unique
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J. Herzog et al., Binomial Ideals, Graduate Texts in Mathematics 279,
https://doi.org/10.1007/978-3-319-95349-6_4

87

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95349-6_4&domain=pdf
https://doi.org/10.1007/978-3-319-95349-6_4
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convex set conv(X) ⊂ R
d with X ⊂ conv(X) such that, if C ⊂ R

d is a convex set
with X ⊂ C, then conv(X) ⊂ C. We say that conv(X) is the convex hull of X.

If X is a finite subset {a1, . . . , as} of Rd , then one has

conv(X) =
{

s
∑

i=1

riai ∈ R
d : 0 ≤ ri ∈ R, i = 1, . . . , s,

s
∑

i=1

ri = 1

}

. (4.1)

4.1.2 Convex Polytopes

A convex polytope of R
d is a convex hull of a nonempty finite set of R

d . For
example, the tetrahedron of R3 consisting of those points (x, y, z) ∈ R

3 satisfying

x ≥ 0, y ≥ 0, z ≥ 0, 2x + 3y + 5z ≤ 1

is the convex hull of {(0, 0, 0), (1/2, 0, 0), (0, 1/3, 0), (0, 0, 1/5)} and is a convex
polytope of R3.

4.1.3 Faces

A hyperplane of Rd is a subset of Rd of the form

H = { (z1, . . . , zd) ∈ R
d : a1z1 + · · · + adzd = b },

where each ai ∈ R and b ∈ R. Given a hyperplane H ⊂ R
d as above, the closed

half-spaces H (+) and H (−) of Rd are defined as follows:

H (+) = { (z1, . . . , zd) ∈ R
d : a1z1 + · · · + adzd ≥ b },

H (−) = { (z1, . . . , zd) ∈ R
d : a1z1 + · · · + adzd ≤ b }.

Let P ⊂ R
d be a convex polytope. A supporting hyperplane of P is a

hyperplane H ⊂ R
d such that H ∩ P �= ∅, H ∩ P �= P and that either

P ⊂ H (+) or P ⊂ H (−). A face of P is a subset of P of the form H ∩ P ,
where H is a supporting hyperplane of P .

We say that v ∈ P is a vertex of P if {v} is a face of P . It follows that v ∈ P
is a vertex of P if and only if the following condition is satisfied: If v = (v′ +v′′)/2
with v′, v′′ ∈ P , then v′ = v′′ = v.

Theorem 4.1 The number of vertices of a convex polytope is finite.



4.1 Foundations on Convex Polytopes 89

Let V (P) denote the set of vertices of P . Then

P = conv(V (P)).

Furthermore, if P = conv(X) with X ⊂ R
d , then V (P) ⊂ X.

Let M denote the matrix whose columns are those vectors (v, 1)t with v ∈
V (P). Here (v, 1)t is the transpose of (v, 1) ∈ R

d+1. The dimension dim P of
P is defined to be rank(M) − 1, where rank(M) is the rank of M .

Let F be a face of P . Then F = conv(F ∩ V (P)). In particular, every face
of P is again a convex polytope of Rd . It follows from Theorem 4.1 that

Corollary 4.2 The number of faces of a convex polytope is finite.

The dimension dim F of a face F is the dimension of F as a convex polytope
of Rd . A face of P of dimension 0 is a subset of P of the form {v} with v ∈ V (P).
An edge of P is a face of P of dimension 1. A facet of P is a face F of P with
dim F = dim P − 1. Given a face F of P , there is a facet F ′ of P such that F
is a face of F ′.

Let F be a face of P and F ′ a face of F . Then F ′ is a face of P . If F and
F ′ are faces of P with F ∩ F ′ �= ∅, then F ∩ F ′ is a face of P .

Let F1, . . . ,Ft be the facets of P and Fi = Hi ∩ P and P ⊂ H (+)
i ,

where Hi is a supporting hyperplane of P , for each 1 ≤ i ≤ t . Then
P = ⋂t

i=1 H (+)
i . Conversely, if H1, . . . ,Ht are hyperplanes of R

d for which
⋂t

i=1 H (+)
i is nonempty and bounded, then

⋂t
i=1 H (+)

i is a convex polytope
of Rd .

4.1.4 f -Vectors

Let P ⊂ R
d be a convex polytope with dim P = δ. Write fi = fi(P) for

the number of faces F of P with dim F = i. In particular f0 is the number
of vertices of P and fδ−1 is the number of facets of P . We say that the vector
f (P) = (f0, f1, . . . , fδ−1) is the f -vector of P .

4.1.5 Simplicial Polytopes

A simplex of Rd of dimension q is a convex polytope Q ⊂ R
d with dim Q = q such

that |V (Q)| = q + 1. Every face of a simplex is a simplex. A simplicial polytope is
a convex polytope any of whose faces is a simplex. Equivalently, a convex polytope
P is simplicial if each of its facets is a simplex.
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Problems

4.1 Compute the f -vector of a simplex of Rd of dimension q.

4.2 Compute the f -vector of the convex polytope P ⊂ R
3 which is the convex

hull of {(1, 1, 1), (0, 1, 1), (1, 0, 1), (1, 1, 0), (−1,−1,−1)}.
4.3

(a) Show that (6, 9, 5) is the f -vector of a convex polytope of dimension 3.
(b) Find (v, e, f ) ∈ Z

3 with v > 0, e > 0, f > 0 and v − e + f = 2 for which
(v, e, f ) cannot be the f -vector of any convex polytope of dimension 3.

(c) Find all the f -vectors of convex polytopes of dimension 3 with at most 6
vertices.

4.4 Show that a convex polytope Q ⊂ R
d with V (Q) = {a1, . . . , aq+1} is a

simplex of dimension q if and only if the vectors (a1, 1), . . . , (aq+1, 1) belonging
to R

d+1 are linearly independent.

4.2 Normal Polytopes and Unimodular Triangulations

In algebraic combinatorics on convex polytopes the normality of convex polytopes
and the unimodularity of triangulations play important roles. The systematic study
of triangulations in the frame of initial ideals of toric ideals of convex polytopes will
be achieved.

4.2.1 Integral Polytopes

A convex polytope P ⊂ R
d is said to be integral if each vertex of P belongs to

Z
d . We often use the terminology an integral polytope instead of an integral convex

polytopes. A (0, 1)-polytope is a convex polytope with the property that any of its
vertices is a (0, 1)-vector.

Let P ⊂ R
d be an integral convex polytope with P ∩ Z

d = {a1, . . . , an}. We
then introduce the configuration A(P) ∈ Z

(d+1)×n whose column vectors are

(a1, 1)t , . . . , (an, 1)t .

Here, as before, (ai , 1)t is the transpose of (ai , 1) ∈ Z
d+1. For example, if P ⊂ R

2

is the polygon with the vertices (0, 0), (2, 0), and (0, 3), then P ∩ Z
d consists of 7

integer vectors and

A(P) =
⎛

⎝

0 1 2 0 0 0 1
0 0 0 1 2 3 1
1 1 1 1 1 1 1

⎞

⎠ .
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4.2.2 Integer Decomposition Property

Let P ⊂ R
d be an integral polytope. Given an integer N > 0, the dilated polytope

NP is defined as follows:

NP = {Na ∈ R
d : a ∈ P }.

In particular if the set of vertices of P is V (P) = {v1, . . . , vs}, then V (NP) =
{Nv1, . . . , Nvs}.
Definition 4.3 We say that an integral polytope P ⊂ R

d possesses the integer
decomposition property if, for each N > 0 and for each a ∈ NP ∩ Z

d , there
exist a1, . . . , aN belonging to P ∩ Z

d , possibly ai = aj for i �= j , such that
a = a1 + · · · + aN .

4.2.3 Normal Polytopes

Recall that a configuration is a matrix A ∈ Z
d×n for which there exists c ∈ Q

d with
aj · c = 1 for 1 ≤ j ≤ n. If a1, . . . , an are the columns of A, then we define

Z≥0A =
{

n
∑

i=1

qiai : qi ∈ Z≥0

}

,

ZA =
{

n
∑

i=1

qiai : qi ∈ Z

}

,

Q≥0A =
{

n
∑

i=1

qiai : qi ∈ Q≥0

}

.

Definition 4.4 A configuration A ∈ Z
d×n is called normal if

Z≥0A = ZA ∩Q≥0A. (4.2)

Furthermore, we say that an integral convex polytope P ⊂ R
d is normal if the

configuration A(P) ∈ Z
(d+1)×n is normal. A configuration A ∈ Z

d×n is called
very ample if

ZA ∩Q≥0A \ Z≥0A (4.3)

is a finite set. In particular, a normal configuration is very ample.
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In the language of commutative algebra, it can be shown that a configuration
A ∈ Z

d×n is normal if and only if the toric ring K[A] is normal, i.e., integrally
closed in its quotient field (Problem 4.5).

Theorem 4.5 If an integral convex polytope P ⊂ R
d possesses the integer

decomposition property, then P is normal.

Proof In general, in the equality (4.2), the left-hand side is contained in the right-
hand side. Let P ∩ Z

d = {a1, . . . , an} and α �= 0 belong to ZA(P) ∩ Q≥0A(P)

with

α = 1

q
(q1(a1, 1) + · · · + qn(an, 1)),

where q > 0 is an integer and each qi ∈ Z≥0. Let N = q1 + · · · + qn. Since α

belongs to ZA(P), it follows that the (d +1)-th coordinate of α must be an integer.
In other words, (1/q)N must be a positive integer. Hence, by virtue of (4.1), it
follows that α belongs to (1/q)NP ′, where P ′ ⊂ R

d+1 is the convex polytope
which is the convex hull of {(a1, 1), . . . , (an, 1)}. Since P possesses the integer
decomposition property, it follows that P ′ also possesses the integer decomposition
property. Hence there exist nonnegative integers q ′

1, . . . , q
′
n with (1/q)N = q ′

1 +
· · · + q ′

n for which

α = q ′
1(a1, 1) + · · · + q ′

n(an, 1).

Thus α ∈ Z≥0A(P), as desired. �
However, the converse of Theorem 4.5 is false.

Example 4.6 Let P ⊂ R
3 be the tetrahedron with the vertices

(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0).

Then P is normal, but cannot possess the integer decomposition property.
In fact, Z≥0A(P) consists of those integer points (x, y, z,w) ∈ Z

4≥0 such
that x + y + z = 2w. Furthermore, ZA(P) consists of those integer points
(x, y, z,w) ∈ Z

4 such that x + y + z = 2w. Hence Z≥0A(P) = ZA(P) ∩
Q≥0A(P) and P is normal. On the other hand, even though (1, 1, 1) belongs
to 2P , it is impossible to write (1, 1, 1) = α + β, where α and β belong to
{(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)}. Thus P cannot possess the integer decom-
position property.

Theorem 4.7 Let P ⊂ R
d be an integral convex polytope and suppose that

ZA(P) coincides with Z
d+1. Then P is normal if and only if P possesses the

integer decomposition property.

Proof Work with the same notation as in the proof of Theorem 4.5. The “if” part
follows from Theorem 4.5. We show that “only if” part. Let P be normal. Since



4.2 Normal Polytopes and Unimodular Triangulations 93

ZA(P) = Z
d+1, it follows that

Z≥0A(P) = Z
d+1 ∩Q≥0A(P).

Let β ∈ NP . Again, by virtue of (4.1), one has

β = q1a1 + · · · + qnan,

where each qi ∈ Q≥0 and q1 + · · · + qn = N . Hence

(β,N) = q1(a1, 1) + · · · + qn(an, 1).

Thus (β,N) ∈ Z
d+1∩Q≥0A(P). It then follows that (β,N) ∈ Z≥0A(P). In other

words,

(β,N) = q ′
1(a1, 1) + · · · + q ′

n(an, 1),

where each q ′
i ∈ Z≥0 and q ′

1 + · · · + q ′
n = N . As a result,

β = q ′
1a1 + · · · + q ′

nan.

Thus P possesses the integer decomposition property, as required. �

4.2.4 Triangulations and Coverings

Let, as before, P ⊂ R
d be an integral convex polytope of dimension dim P =

δ and P ∩ Z
d = {a1, . . . , an}. Let A(P) ∈ Z

(d+1)×n be a configuration
whose column vectors are (a1, 1)t , . . . , (an, 1)t . It then follows that dim P =
rank(A(P)) − 1. A simplex belonging to P is a subset F of P ∩ Z

d for which
Q = P(F ) is a simplex of Rd , i.e., dim Q = |F |−1. Thus in particular the empty set
is a simplex belonging to P of dimension −1. Every subset of a simplex belonging
to P is again a simplex belonging to P . A maximal simplex belonging to P is a
simplex belonging to P of dimension δ. Every simplex belonging to P is a subset
of a maximal simplex belonging to P (Problem 4.8). A maximal simplex belonging
to P is called fundamental if ZA(P) = ZA(F), where A(F) ⊂ Z

(d+1)×(δ+1) is
the configuration whose column vectors are those (ai , 1)t with ai ∈ F .

Definition 4.8 A collection Δ of simplices belonging to P is called a triangulation
of P if the following conditions are satisfied:

• If F ∈ Δ and F ′ ⊂ F , then F ′ ∈ Δ;
• If F and G belong to Δ, then P(F ) ∩ P(G) = P(F ∩ G);
• P = ∪F∈Δ P(F ).
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Each simplex of a triangulation Δ of P is called a face of Δ. A facet of Δ is a
face of Δ which is a maximal simplex belonging to P . Every face of Δ is a subset
of a facet of Δ. A triangulation Δ of P is called unimodular if every facet of Δ is
fundamental.

Example 4.9 Let P ⊂ R
3 be a convex polytope whose vertices are

(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1).

Then

P ∩ Z
3 = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)}

and ZA(P) = Z
4. Let

F1 = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)},
F2 = {(0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)},
F3 = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 1)},
F4 = {(0, 0, 0), (0, 1, 1), (1, 1, 0), (1, 1, 1)},
F5 = {(0, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)}.

Since (1, 1, 1, 1) �∈ ZA(F1), it follows that F1 cannot be fundamental. Each of
F2, F3, F4, and F5 is fundamental. Let Δ be a set consisting of F3, F4, F5, and their
subsets and Δ′ a set consisting of F1, F2, and their subsets. Then each of Δ and Δ′
is a triangulation of P . Furthermore, Δ is unimodular and Δ′ is not unimodular.

A collection Ω of maximal simplices belonging to P is called a covering of P
if P = ∪F∈Ω P(F ). Every triangulation of P is a covering of P . A covering Ω

of P is called unimodular if every F ∈ Ω is fundamental.

Lemma 4.10 Let Ω denote the set of maximal simplices belonging to P . Then Ω

is a covering of P . Thus in particular every integral convex polytope possesses a
covering.

Proof Let α ∈ P and, by using (4.1), write α = ∑n
i=1 riai , where each ri ∈ Q≥0

and
∑n

i=1 ri = 1. Among such expressions, we choose an expression for which
{i : ri �= 0} is minimal with respect to inclusion. Then F = {ai : ri �= 0}
is a simplex belonging to P . To see why this is true, suppose that P(F ) is not a
simplex of Rd . Let, say, F = {1, 2, . . . , q}. Then (a1, 1), (a2, 1), . . . , (aq, 1) cannot

be linearly independent. Let, say, (aq, 1) = ∑q−1
i=1 r ′i (ai , 1) with each r ′i ∈ Q≥0.

Then one has
∑q−1

i=1 r ′i = 1. Since α = ∑n
i=1 riai , where 0 ≤ ri ∈ Q≥0 and

∑q

i=1 ri = 1, it follows that
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α =
q−1
∑

i=1

riai + rq(

q−1
∑

i=1

r ′i (ai , 1)),

where

q−1
∑

i=1

ri + rq(

q−1
∑

i=1

r ′i ) = 1.

Thus α belongs to P({a1, a2, . . . , aq−1}), which contradicts the minimality of F .
Hence F is a simplex belonging to P . Let F ′ be a maximal simplex belonging to
P with F ⊂ F ′. Then α ∈ F ′. Hence Ω is a covering of P , as desired. �
Theorem 4.11 An integral convex polytope which possesses a unimodular covering
is normal.

Proof Let Ω be a unimodular covering of an integral polytope P ⊂ R
d . What we

must prove is the equality Z≥0A(P) = ZA(P) ∩ Q≥0A(P). In general, the left-
hand side is contained in the right-hand side. Let α ∈ ZA(P) ∩ Q≥0A(P) and
α = ∑n

i=1 ri(ai , 1) with each ri ∈ Q≥0. Let r = ∑n
i=1 ri > 0 and α = (α′, r).

Then, again by using (4.1), one has (1/r)α′ ∈ P . Since Ω is a covering, it
follows that there is F ∈ Ω with (1/r)α′ ∈ P(F ). Let, say, F = {a1, a2, . . . , aδ},
where δ = dim P . Then (1/r)α′ = ∑δ

i=1 r ′iai , where each r ′i ∈ Q≥0 and
∑δ

i=1 r ′i = 1. In particular ((1/r)α′, 1) ∈ Q≥0A(F), where A(F) ⊂ Z
(d+1)×(δ+1)

is the configuration whose column vectors are (a1, 1)t , (a2, 1)t , . . . , (aδ, 1)t . It then
follows that α = r((1/r)α′, 1) ∈ Q≥0A(F). Since F is fundamental, one has
ZA(P) = ZA(F). Hence α ∈ ZA(F) ∩Q≥0A(F). Thus

α =
δ
∑

i=1

qi(ai , 1) =
δ
∑

i=1

ri(ai , 1),

where each qi ∈ Z and each r ′i ∈ Q≥0. Since F is a simplex belonging to P , it
follows that (a1, 1), (a2, 1), . . . , (aδ, 1) are linearly independent. Thus qi = ri for
each 1 ≤ i ≤ δ. Hence α ∈ Z≥0A(F) ⊂ Z≥0A(P), as desired. �
Corollary 4.12 An integral convex polytope which possesses a unimodular trian-
gulation is normal.

The simplex P ⊂ R
3 of Example 4.6 clearly possesses a unimodular triangula-

tion, but cannot possess the integer decomposition property.
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4.2.5 Regular Triangulations

Let P ⊂ R
d be an integral convex polytope with P ∩ Z

d = {a1, . . . , an} and
A(P) ∈ Z

(d+1)×n the configuration whose column vectors are (a1, 1)t , . . . , (an, 1)t .
Let T = K[t±1

1 , . . . , t±1
d , s] denote the Laurent polynomial ring in (d+1) variables

over a field K and S = K[x1, . . . , xn] the polynomial ring in n variables over
K . Given a = (a1, . . . , ad) ∈ Z

d , one can associate the Laurent monomial
ta = t

a1
1 · · · tad

n ∈ T . The toric ring K[P] of P is the toric ring K[A(P)] of
A(P) and the toric ideal IP is the toric ideal IA(P) of A(P). In other words,
K[P] is the subring of T generated by those Laurent monomials ta1s, . . . , tans and
IP is the ideal of S which is the kernel of the ring homomorphism π : S → T

defined by π(xi) = tai s for 1 ≤ i ≤ n.
Fix a monomial order < on S and study the initial ideal in<(IP) of IP with

respect to <. Recall that the radical
√

in<(IP) of in<(IP) is the subset of S

consisting of those polynomials f ∈ S with f N ∈ in<(IP) for some N = Nf > 0.

Lemma 4.13 A subset F of P ∩ Z
d is a simplex belonging to P if

∏

ai∈F

xi �∈
√

in<(IP). (4.4)

Proof Let F = {ai1 , ai2 , . . . , aiN } ⊂ P ∩ Z
d satisfy (4.4). What we must prove

is that the vectors (ai1 , 1), (ai2 , 1), . . . , (aiN , 1) belonging to Q
d+1 are linearly

independent. If not, then one has (q1, q2, . . . , qN) �= (0, 0, . . . , 0) with each qi ∈ Z

such that

q1(ai1 , 1) + q2(ai2 , 1) + · · · + qN(aiN , 1) = 0.

Let U+ = { k : qk > 0 } and U− = { k : qk < 0 }. Then

∑

k∈U+
qk(aik , 1) =

∑

k′∈U−
−qk′(aik′ , 1).

Thus, in T = K[t±1
1 , . . . , t±1

d , s], one has

∏

k∈U+
(taik s)qk =

∏

k′∈U−
(tai

k′ s)−qk′ .

Hence the binomial

∏

k∈U+
x

qk

ik
−

∏

k′∈U−
x
−qk′
ik′
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belongs to IP . Thus either u = ∏

k∈U+ x
qk

ik
or v = ∏

k′∈U− x
−qk′
ik′ belongs

to in<(IP). Hence either
√

u or
√

v belongs to
√

in<(IP). Thus
∏

ai∈F xi ∈√
in<(IP). �
Now, we write Δ(in<(IP)) for the set of those subsets F ⊂ P ∩ Z

d satisfying
the condition (4.4). In other words,

Δ(in<(IP)) = {F ⊂ P ∩ Z
d :

∏

ai∈F

xi �∈
√

in<(IP) }.

Lemma 4.13 says that Δ(in<(IP)) consists of simplices belonging to P .

Theorem 4.14 The collection Δ(in<(IP)) of simplices belonging to P is a
triangulation of P .

Proof First it follows immediately from Lemma 4.13 that if F ∈ Δ(in<(IP)) and
F ′ ⊂ F , then F ′ ∈ Δ(in<(IP)).

Second, given F and F ′ belonging to Δ(in<(IP)), we show conv(F ) ∩
conv(F ′) = conv(F ∩ F ′). One has conv(F ∩ F ′) ⊂ conv(F ) ∩ conv(F ′).
If conv(F ) ∩ conv(F ′) �= conv(F ∩ F ′), then there exist nonnegative integers
qi, q

′
i , qj , qk for which

∑

ai∈F∩F ′
qiai +

∑

aj∈F\F ′
qj aj =

∑

ai∈F∩F ′
q ′
iai +

∑

ak∈F ′\F
qkak,

∑

ai∈F∩F ′
qi +

∑

aj∈F\F ′
qj =

∑

ai∈F∩F ′
q ′
i +

∑

ak∈F ′\F
qk,

∑

aj∈F\F ′
qj �= 0,

∑

ak∈F ′\F
qk �= 0.

Then the binomial

∏

ai∈F∩F ′
x

qi

i

∏

aj∈F\F ′
x

qj

j −
∏

ai∈F∩F ′
x

q ′
i

i

∏

ak∈F ′\F
x

qk

k

belongs to the toric ideal IP . Hence either u = ∏

ai∈F∩F ′ x
qi

i

∏

aj∈F\F ′ x
qj

j or v =
∏

ai∈F∩F ′ x
q ′
i

i

∏

ak∈F ′\F x
qk

k belongs to the initial ideal in<(IP). Thus either
√

u

or
√

v belongs to
√

in<(IP). As a result, either
∏

ai∈F xi or
∏

ai∈F ′ xi belongs to√
in<(IP), which contradict the fact that each of F and F ′ belongs to Δ(in<(IP)).
Third we prove P = ⋃

F∈Δ(in<(IA )) conv(F ). It is known [94, Theorem 3.1.2]
that there exists a nonzero and nonnegative integer vector ω = (ω1, . . . , ωn) with
in<(IP) = inω(IP) = (inω(f ) : 0 �= f ∈ IP), where inω(f ) is the sum of all
terms of f such that the inner product of its exponent vector and ω is maximal.
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Suppose conv(P) �= ⋃

F∈Δ(in<(IP )) conv(F ) and choose α ∈ conv(P) ∩ Q
d

with α �∈ ⋃

F∈Δ(in<(IP )) conv(F ). The set X ⊂ Q
n of nonnegative vectors

(r1, . . . , rn) ∈ Q
n with

∑n
i=1 ri = 1 for which α = ∑n

i=1 riai is a bounded closed
set of the distance space Qn and the function ω1r1+· · ·+ωnrn on X is continuous.
Hence, by virtue of the extreme value theorem, there is (r∗1 , . . . , r∗n) ∈ X with

ω1r
∗
1 + · · · + ωnr

∗
n = min{ω1r1 + · · · + ωnrn : (r1, . . . , rn) ∈ X }.

Let r∗i = q∗
i /N , where N is a positive integer and where each q∗

i is a nonnegative

integer. Then Nα = ∑n
i=1 q∗

i ai with
∑n

i=1 q∗
i = N . Let u = ∏n

i=1 x
q∗
i

i . If
u �∈ √

in<(IP), then F = {ai ∈ P ; r∗i �= 0} ∈ Δ(in<(IP)) and α ∈
⋃

F∈Δ(in<(IP )) conv(F ), which contradict α �∈ ⋃

F∈Δ(in<(IP )) conv(F ). Hence u ∈
√

in<(IP). Thus there is an integer m > 0 with um = ∏n
i=1 x

mq∗
i

i ∈ in<(IP).
Macaulay’s Theorem 1.19 says that there is a monomial v = ∏n

i=1 x
pi

i of degree
Nm with v �∈ in<(IP) for which um − v ∈ IP .

Now, since in<(IP) = inω(IP), it follows that

ω1mq∗
1 + · · · + ωnmq∗

n > ω1p1 + · · · + ωnpn. (4.5)

Since um − v ∈ IP , one has mNα = ∑n
i=1 mq∗

i ai = ∑n
i=1 piai . Thus

α =
n
∑

i=1

(pi/mN)ai ,

n
∑

i=1

pi/mN = 1.

Hence (p1, . . . , pn)/mN ∈ X . However, the inequality (4.5) then contradicts the
minimality of ω1r

∗
1 + · · · + ωnr

∗
n . �

A triangulation Δ of P is called regular if there is a monomial order < on S

with Δ = Δ(in<(IP)).

Example 4.15 The integral convex polytope P ⊂ R
3 with the vertices

(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)

possesses exactly two triangulations Δ and Δ′ given in Example 4.9 and each of
them is regular. (Problem 4.9.)

Example 4.16 A typical nonregular triangulation is now given. Let P ⊂ R
2 be the

integral convex polytope with the vertices

a1 = (0, 2), a2 = (4,−2), a3 = (−4,−2).

Let

a4 = (0, 1), a5 = (2,−1), a6 = (−2,−1).
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Fig. 4.1 A nonregular
triangulation.

Then the triangulation of P consisting of

{a1, a2, a5}, {a1, a4, a5}, {a2, a3, a6},

{a2, a5, a6}, {a1, a3, a4}, {a3, a4, a6}, {a4, a5, a6}

and their subsets (Figure 4.1) is not regular. See Problem 4.10.

It is natural to ask when a regular triangulation Δ(in<(IP)) is unimodular.
Recall that in<(IP) is called squarefree if in<(IP) = √

in<(IP). By Lemma 1.13,
in<(IP) is squarefree if and only if in<(IP) is generated by squarefree monomials.

Theorem 4.17 A regular triangulation Δ(in<(IP)) is unimodular if and only if
in<(IP) is squarefree.

In order to prove Theorem 4.17 techniques on Hilbert functions together with
Ehrhart functions will be required. Let fi denote the number of faces F of
Δ(in<(IP)) with |F | = i + 1. We say that the sequence

f (Δ(in<(IP))) = (f0, f1, . . . , fδ),

where δ = dim P , is the f -vector of Δ(in<(IP)).

Lemma 4.18 A monomial u = x
q1
1 · · · xqn

n ∈ S does not belong to
√

in<(IP) if and
only if W = {ai : qi > 0} is a face of Δ(in<(IP)).

Proof Since
√

in<(IP) is generated by squarefree monomials, it follows that a
monomial u = x

q1
1 · · · xqn

n does not belong to
√

in<(IP) if and only if
√

u =
∏

qi>0 xi = ∏

ai∈W xi does not belong to
√

in<(IP). �
Corollary 4.19 The number of monomials of S of degree N which do not belong to√

in<(IP) is

δ
∑

i=0

fi

(

N − 1

i

)

, N = 1, 2, . . .
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Proof Let W be a face of Δ(in<(IP)) with |W | = i + 1. Then the number of
monomials u = x

q1
1 · · · xqn

n of degree N with u �∈ √
in<(IP) for which W = {ai :

qi > 0} is

(

(i + 1) + (N − i − 1) − 1

N − i − 1

)

=
(

N − 1

i

)

.

Since the number of faces W of Δ(in<(IP)) with |W | = i + 1 is fi , the desired
result follows. �

Let P∗ ⊂ R
d+1 be the integral convex polytope which is the convex hull of

{(a, 1) ∈ R
d+1 : a ∈ P ∩ Z

d} and

ZP∗ = Z(a1, 1) + · · · + Z(an, 1).

In other words, P∗ = {(α, 1) ∈ R
d+1 : α ∈ P}. Recall that the dilated polytope

NP∗ ⊂ R
d+1 is the convex polytope

NP∗ = {Nα : α ∈ P∗}, N = 1, 2, . . .

Let i(P, N) denote the number of integer points α ∈ NP∗ which belong to ZP∗,
that is to say,

i(P, N) = |NP∗ ∩ ZP∗|, N = 1, 2, . . .

We say that i(P, N) is the normalized Ehrhart function of P .

Lemma 4.20 A maximal simplex F belonging to P is fundamental if and only if

|N · F ∗ ∩ Z≥0P
∗| =

(

δ + N

δ

)

, N = 1, 2, . . . , (4.6)

where dim P = δ.

Proof Let a maximal simplex F = {ai1 , . . . , aiδ+1} belonging to P be fundamental.
Then

N · F ∗ ∩ ZF ∗ = N · F ∗ ∩ ZP∗.

Let a ∈ N · F ∗ ∩ ZF ∗ and write

a =
δ+1
∑

j=1

rj (aij , 1) =
δ+1
∑

j=1

qj (aij , 1),
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where each 0 ≤ rj ∈ Q with
∑δ+1

j=1 rj = N and where each qj ∈ Z. Since F

is a simplex and since
∑δ+1

j=1 rj = N , Problem 4.4 guarantees that rj = qj for
1 ≤ j ≤ δ + 1. Hence

N · F ∗ ∩ ZP∗ = N · F ∗ ∩ Z≥0P
∗.

Again, by using Problem 4.4, it follows that |N ·F ∗∩Z≥0P∗| is equal to the number
of sequences (q1, . . . , qδ+1) ∈ Z

δ+1
≥0 with

∑δ+1
j=1 Nj = N . Hence the left-hand side

of the formula (4.6) is
(

(δ+1)+N−1
N

) = (

δ+N
δ

)

, as desired.
Now, suppose that a maximal simplex F = {ai1 , . . . , aiδ+1} belonging to P is not

fundamental. Thus ZP∗ �= ZF ∗. Problem 4.12 then says that Z≥0P∗ �= ZF ∗. Fix
a ∈ ZP∗ \ZF ∗. Let QP∗ denote the vector space over Q spanned by ZP∗. Since
F is a maximal simplex belonging to P , it follows that {(ai1 , 1), . . . , (aiδ+1 , 1)} is
a Q-basis of QP∗. Thus one can write a = ∑δ+1

j=1 rj (aij , 1) with each rj ∈ Q.

Since a ∈ Z
d+1, one has

∑δ+1
j=1 rj ∈ Z. Choose b = ∑δ+1

j=1 qj (aij , 1) ∈ Z≥0F
∗

with each qj ∈ Z≥0 for which each rj + qj > 0. Let
∑δ+1

j=1(rj + qj ) = N . Then
a + b ∈ N · F ∗. Since a + b ∈ Z≥0P∗ \ Z≥0F

∗, it follows that

|N · F ∗ ∩ Z≥0P
∗| > |N · F ∗ ∩ Z≥0F

∗| =
(

δ + N

δ

)

.

Hence F fails to satisfy the formula (4.6), as required. �
Let K[t, t−1, s] = K[t1, t−1

1 , . . . , td , t−1
d , s] denote the Laurent polynomial

ring in d + 1 variables over a field K and K[A(P)] ⊂ K[t, t−1, s] the toric
ring of the configuration A(P) ∈ Z

(d+1)×n. Thus K[A(P)] is the subring of
K[t, t−1, s] generated by the monomials ta1s, . . . , tans with each deg(tai s) = 1.
Let H(K[A(P)], N) denote the number of monomials of degree N belonging to
K[A(P)], that is to say,

H(K[A(P)], N) = |{tasN : tasN ∈ K[A(P)]}|, N = 1, 2, . . .

In other words,

H(K[A(P)], N) = |NP∗ ∩ Z≥0P
∗|, N = 1, 2, . . .

We say that H(K[A(P)], N) is the Hilbert function of K[A(P)].
It follows from Macaulay’s Theorem 1.19 that

Lemma 4.21 The number of monomials u ∈ S = K[x1, . . . , xn] of degree N not
belonging to in<(IP) is equal to H(K[A(P)], N).

Lemma 4.22 Let f (Δ(in<(IP))) = (f0, f1, . . . , fδ) be the f -vector of the
triangulation Δ(in<(IP)), i(P, N) the normalized Ehrhart function of P and
H(K[A(P)], N) the Hilbert function of K[A(P)].
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(a) One has

δ
∑

i=0

fi

(

N − 1

i

)

≤ H(K[A(P)], N) ≤ i(P, N), N = 1, 2, . . .

(b) The integral polytope P is normal if and only if

H(K[A(P)], N) = i(P, N), N = 1, 2, . . .

(c) The triangulation Δ(in<(IP)) is unimodular if and only if

δ
∑

i=0

fi

(

N − 1

i

)

= H(K[A(P)], N), N = 1, 2, . . . (4.7)

Proof

(a) Since in<(IP) ⊂ √
in<(IP), the left inequality follows from Corollary 4.19

and Lemma 4.21. Furthermore, if a monomial
∏d

i=1(t
ai

i )qi sN of degree N

belongs to K[A(P)], then N = ∑d
i=1 qi and

∑d
i=1 qi(ai , 1) belongs to

NP∗ ∩ ZP∗. Hence the right inequality follows.
(b) We claim

Q≥0P
∗ ∩ ZP∗ = {0} ∪

(

∪∞
N=1(NP∗ ∩ ZP∗)

)

. (4.8)

Clearly the right-hand side of (4.8) is contained in the left-hand side of (4.8).
Let α ∈ Q≥0P∗ ∩ ZP∗ and

α =
d
∑

i=1

ri(ai , 1) =
d
∑

i=1

qi(ai , 1),

with each 0 ≤ ri ∈ Q and qi ∈ Z. One has
∑d

i=1 ri = ∑d
i=1 qi . Let

∑d
i=1 ri =

N . Then N ∈ Z≥0. Thus α ∈ NP∗, as desired.
It follows from (4.8) that P is normal if and only if

Z≥0P
∗ = {0} ∪

(

∪∞
N=1(NP∗ ∩ ZP∗)

)

. (4.9)

Let HN ⊂ R
d+1 be the hyperplane consisting of those points (y1, . . . , yn,N) ∈

R
d+1. Then one has (4.9) if and only if

Z≥0P
∗ ∩ HN = NP∗ ∩ ZP∗, N = 1, 2, . . . (4.10)
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Since |Z≥0P∗∩HN | = H(K[A(P)], N) and |NP∗∩ZP∗| = i(P, N) and
since the left-hand side of (4.10) is contained in the right-hand side of (4.10),
it follows that one has (4.9) if and only if H(K[A(P)], N) = i(P, N) for
N = 1, 2, . . .

(c) In general, given a simplex F belonging to P , its interior F (i) is defined to be

F (i) =
⎧

⎨

⎩

∑

ai∈F

riai : 0 < ri ∈ Q,
∑

ai∈F

ri = 1

⎫

⎬

⎭

.

Let W and W ′ be faces of Δ(in<(IP)) with W �= W ′. Then, since P(W) ∩
P(W ′) = P(W ∩ W ′), one has W(i) ∩ W ′(i) = ∅. Thus P possesses the direct
sum decomposition

P =
⋃

W∈Δ(in<(IP ))

W(i). (4.11)

Hence

NP∗ ∩ Z≥0P
∗ =

⋃

W∈Δ(in<(IP ))

N(W(i))∗ ∩ Z≥0P
∗, (4.12)

where

(W(i))∗ = {(α, 1) ∈ R
d+1 : α ∈ W(i)}.

One has |NP∗ ∩ Z≥0P∗| = H(K[A(P)], N). If W ∈ Δ(in<(IP)) with
|W | = i + 1, then |N(W(i))∗ ∩ Z≥0P∗| ≥ (

N−1
i

)

. Thus

∣

∣

⋃

W∈Δ(in<(IP ))

N(W(i))∗ ∩ Z≥0P
∗∣
∣ ≥

δ
∑

i=0

fi

(

N − 1

i

)

.

As a result, one has (4.7) if and only if the following condition (�) is satisfied:

(�) Each face W ∈ Δ(in<(IP)) with |W | = i + 1 enjoys the property that

|N(W(i))∗ ∩ Z≥0P
∗| =

(

N − 1

i

)

, N = 1, 2, . . . (4.13)

We show that (�) is equivalent to the condition that Δ(in<(IP)) is unimodular.
Let, in general, F be a maximal simplex belonging to P . Since the number of

simplices W belonging to P with W ⊂ F and with |W | = i + 1 is
(

δ+1
i+1

)

,
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|N · F ∗ ∩ Z≥0P
∗| ≥

δ
∑

i=0

(

δ + 1

i + 1

)(

N − 1

i

)

, N = 1, 2, . . .

Furthermore, counting the number of monomials of degree N in δ + 1 variables
yields

(

δ + N

δ

)

=
δ
∑

i=0

(

δ + 1

i + 1

)(

N − 1

i

)

.

It then follows from Lemma 4.20 that F is fundamental if and only if each simplex
W ⊂ F belonging to P with |W | = i + 1 enjoys the property (4.13). In particular
if the condition (�) holds, then each facet F ∈ Δ(in<(IP)) is fundamental. Hence
Δ(in<(IP)) is unimodular. Conversely, suppose that Δ(in<(IP)) is unimodular.
Then each facet F ∈ Δ(in<(IP)) is fundamental. Since each face W ∈ Δ(in<(IP))

is a subset of a facet F ∈ Δ(in<(IP)), the condition (�) is satisfied. �
Theorem 4.17 now follows from Lemma 4.22. In fact,

Proof (Proof of Theorem 4.17) It follows from Corollary 4.19 and Lemma 4.21 that√
in<(IP) = in<(IP) if and only if the equalities (4.7) hold. Thus the desired result

follows from Lemma 4.22 (c). �
Corollary 4.23 An integral convex polytope P ⊂ R

d is normal if there is a
monomial order < on S with

√
in<(IP) = in<(IP).

Corollary 4.24 Suppose that P possesses a regular unimodular triangulation.
Then

i(P, N) =
δ
∑

i=0

fi

(

N − 1

i

)

, N = 1, 2, . . .

The converse of Corollary 4.23 is false.

Example 4.25 Let P ⊂ R
10 be the integral convex polytope with dim P = 9

whose vertices are

e1 + e2, e2 + e3, e3 + e4, e4 + e5, e1 + e5,

e1 + e6, e2 + e6, e2 + e7, e3 + e7, e3 + e8,

e4 + e8, e4 + e9, e5 + e9, e1 + e10, e5 + e10.

Then the following five binomials appear in any minimal set of binomial generators
of IP :

x2x5x8x14 − x2
1x9x15, x1x7x3x10 − x2

2x6x11, x2x4x9x12 − x2
3x8x13,
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x3x5x11x15 − x2
4x10x14, x1x4x6x13 − x2

5x7x12. (4.14)

It is easy to see that there exists no monomial order such that the initial monomial
of any binomial in (4.14) is squarefree (Problem 4.13). Hence there is no monomial
order < on K[x1, . . . , x15] with

√
in<(IP) = in<(IP). On the other hand, we

can check by using a specialized software (e.g., TOPCOM) that P has a nonregular
unimodular triangulation and hence is normal.

Our work on initial ideals and regular triangulations has been naturally achieved
in the frame of configurations arising from integral convex polytopes. On the
other hand, however, it is straightforward to recognize that, in the language of
commutative algebra, Corollary 4.23 can be interpreted in the following:

Corollary 4.26 Let A ∈ Z
d×n be a configuration and K[A] its toric ring. Let IA ⊂

S = K[x1, . . . , xn] be the toric ideal of A. If there is a monomial order < on S with√
in<(IA) = in<(IA), then K[A] is normal, i.e., integrally closed in its quotient

field.

Proposition 4.27 Let A ∈ Z
d×n be a (0, 1) configuration and K[A] its toric ring.

If IA has a quadratic Gröbner basis, then K[A] is normal.

Proof Let A = (a1, . . . , an). Suppose that there exists a monomial order <

such that a Gröbner basis {g1, . . . , gs} of IA is quadratic. We may assume that
{g1, . . . , gs} is reduced. By Theorem 3.6, each gi is a binomial. If gi = x2

j − xkx�

for some 1 ≤ i ≤ s, then 2aj = ak + a�. Since aj , ak , and a� are (0,1) vectors, we
have aj = ak = a�, and hence j = k = �. Thus gi = 0, which is a contradiction.
Hence both monomials in gi are squarefree for each 1 ≤ i ≤ s. Thus in<(IA) is
squarefree. By Corollary 4.26, K[A] is normal. �
Example 4.28 (Example 2.30) Let

A = (a1, . . . , a8) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 1 0 0 0 0
1 0 0 1 1 0 0 1
1 1 0 0 1 0 1 0
0 1 1 0 0 1 1 0
0 0 1 1 0 1 0 1
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

∈ Z
7×8.

Then the toric ideal IA of A is generated by the quadratic binomials

x2x8 − x4x7, x1x6 − x3x5, x1x3 − x2x4.

Let α = (0, 1, 1, 1, 1, 1, 1)t . Since we have

α = 1

2
(a5 + a6 + a7 + a8) = a4 + a5 + a7 − a1,
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the vector α belongs to Q≥0A ∩ ZA. However, α does not belong to Z≥0A. Thus
K[A] is not normal. By Proposition 4.27, IA has no quadratic Gröbner bases. We
now show that K[A] ∼= K[x1, . . . , x8]/IA is Koszul. Let B = (a1, . . . , a7) ∈ Z

7×7

be a subconfiguration of A. Then the toric ideal IB of B has a quadratic Gröbner
basis

{x1x6 − x3x5, x1x3 − x2x4}

with respect to a reverse lexicographic order induced by x1 < · · · < x7. Hence
K[B] ∼= K[x1, . . . , x7]/IB is Koszul. Then (K[x1, . . . , x7]/IB)[x8] is also Koszul.
Since

K[x1, . . . , x8]/IA = (K[x1, . . . , x7]/IB)[x8]/(x2x8 − x4x7)

and since x2x8 − x4x7 is a nonzerodivisor on (K[x1, . . . , x7]/IB)[x8], it follows
from Corollary 2.22 that K[A] is Koszul.

Problems

4.5 Show that a configuration A ∈ Z
d×n is normal if and only if the toric ring K[A]

is normal.

4.6 Let P ⊂ R
3 be the integral polytope with the vertices

(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), (0, 1, 1).

Show that P possesses the integer decomposition property.

4.7 Find an example of a very ample integral polytope which is nonnormal.

4.8 Let P ⊂ R
d be an integral convex polytope. Show that every simplex

belonging to P is a subset of a maximal simplex belonging to P .

4.9 In Example 4.15, show that the integral polytope P ⊂ R
3 possesses exactly

two triangulations and each of them is regular.

4.10 In Example 4.16, show that the triangulation is not regular.

4.11 Find the normalized Ehrhart function of the integral convex polytope P ⊂ R
2

with the vertices (0, 0), (3, 0), (0, 2), (4, 3).

4.12 In the proof of Lemma 4.20 show that if Z≥0P∗ = ZF ∗, then ZP∗ = ZF ∗.

4.13 Show that there exists no monomial order such that the initial monomial of
any binomial in (4.14) is squarefree.
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4.3 Unimodular Polytopes

Unimodular polytopes, which form a distinguished subclass of the class of normal
polytopes, are discussed.

An integral convex polytope P ⊂ R
d is called unimodular if every triangulation

of P is unimodular. For example, the integral convex polytope P ⊂ R
3 discussed

in Example 4.9 cannot be unimodular.

Theorem 4.29 Given an integral convex polytope P ⊂ R
d , the following condi-

tions are equivalent:

(i) P is unimodular;
(ii) Every maximal simplex belonging to P is fundamental;

(iii) Every regular triangulation of P is unimodular;
(iv) The initial ideal in<lex(IP) is squarefree for any lexicographic order <lex.

Proof Each of (ii) ⇒ (i) ⇒ (iii) ⇒ (iv) is clear. We prove (iv) ⇒ (ii). Let IP ⊂
S = K[x1, . . . , xn] be the toric ideal of P . Let F be an arbitrary maximal simplex
belonging to P and fix a total order < on the variables of S with the property that,
for ai and aj belonging to P ∩Z

d , if ai ∈ F and aj �∈ F , then xi < xj . Let <lex be
the lexicographic order on S induced by <. We claim that F belongs to the regular
triangulation Δ(in<lex(IP)). In fact, if F �∈ Δ(in<lex(IP)), then

∏

ai∈F

xi ∈
√

in<lex(IP) = in<lex(IP).

Thus there exists a binomial f = u − v ∈ IP with f �= 0 for which in<lex(f ) =
u = ∏

ai∈F xi . Since F is a simplex, it follows that IP ∩ K[{xi : ai ∈ F }] = (0).
In particular f �∈ K[{xi : ai ∈ F }]. Thus there is j0 with aj0 �∈ F such that xj0

divides v. Since xi < xj0 for each i with ai ∈ F , one has u <lex v, which contradicts
in<lex(f ) = u. Thus F ∈ Δ(in<lex(IP)). Since Δ(in<lex(IP)) is unimodular, it
follows that F is fundamental, as desired. �

In general, a configuration A = (a1, a2, . . . , an) ∈ Z
d×n is called unimodular if,

for an arbitrary monomial order < on S = K[x1, . . . , xn], the initial ideal in<(IA)

of the toric ideal IA is squarefree. It follows from the proof of Theorem 4.29 that A

is unimodular if and only if, with respect to any lexicographic order <lex on S, the
initial ideal in<lex(IA) is squarefree.

Given a monomial u ∈ S, let var(u) denote the set of those variables xi which
divides u. Moreover, for a binomial f = u − v, where u and v are monomials
belonging to S with u �= v, let

var(f ) = var(u) ∪ var(v).

We say that a binomial f = u − v is squarefree if each of u and v is squarefree.
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An irreducible binomial f belonging to a toric ideal IA is called a circuit of
IA if there is no binomial g ∈ IA with g �= 0 such that var(g) ⊂ var(f ) and
var(g) �= var(f ).

First, we observe the following fact.

Lemma 4.30 Let f = u − v be a binomial, where u and v are relatively prime.
Then f is reducible if and only if there exist monomials u′ and v′ together with an
integer p > 1 for which u = u′p and v = v′p.

Proof Since u and v are relatively prime, there exists a vector b ∈ Z
n such that

f = fb. Then the ideal (f ) is a lattice ideal IL where L is a lattice generated by b.
By Theorem 3.17, IL is prime if and only if the abelian group Z

n/L is torsionfree,
that is, there exist no integers p > 1 such that b = pb′ for some b′ ∈ Z

n. Thus f is
irreducible if and only if there exist no monomials u′ and v′ together with an integer
p > 1 for which u = u′p and v = v′p. �

It follows from Lemma 4.30 that every primitive binomial of a toric ideal is
irreducible.

Lemma 4.31 Let g ∈ IA be an irreducible binomial and f ∈ IA a circuit. Suppose
that var(g) = var(f ). Then g = f .

Proof Let, say, x1 ∈ var(f ) and f = x
p

1 u − v, where p ≥ 1 and x1 �∈ var(u).
Let g = x

q

1 u′ − v′ with x1 �∈ var(u′). Since each of the binomials (x
p

1 u)q − vq and
(x

q

1 u′)p−v′p belongs to IA, one has h = uqv′p−u′pvq ∈ IA. Since f is a circuit and
since var(h) ⊂ var(f ) with x1 �∈ var(h), it follows that h = 0 and uqv′p = u′pvq .
Furthermore, since var(u)∩var(v) = ∅ and var(u′)∩var(v′) = ∅, one has uq = u′p
and vq = v′p. Let p �= q, say, p < q. Then there exist a prime number k > 1
and an integer � ≥ 1 such that k� divides q, but k� does not divide p. If x

ai

i divides

either u′ or v′, then k divides ai . Hence g = x
q

1 u′ −v′ = (x
q ′
1 u′

0)
k − (v′

0)
k cannot be

irreducible. Similarly, if p > q, then f cannot be irreducible. As a result, one has
p = q. Thus f = g, as desired. �
Lemma 4.32 Given a binomial f = u − v with f �= 0 belonging to a toric ideal
IA, there is a circuit g = u′ − v′ ∈ IA with var(u′) ⊂ var(u) and var(v′) ⊂ var(v).

Proof By virtue of Lemma 4.30, one can assume that f is irreducible. We work
by using induction on |var(f )|. If f = u − v ∈ IA is an irreducible binomial
with |var(f )| = 3, then f is a circuit. Let var(f ) = {xi1 , xi2 , . . . , xiq } with
q > 3. Considering the ideal IA ∩ K[xi1, xi2 , . . . , xiq ], which is the toric ideal
of the subconfiguration of A with the column vectors ai1 , ai2 , . . . , aiq , one can
assume that var(f ) = {x1, x2, . . . , xn}. Furthermore, since f is irreducible, one
has var(u) ∩ var(v) = ∅. Let g = u′ − v′ ∈ IA be a circuit. Since var(g) ⊂
var(f ) = {x1, x2, . . . , xn}, we may assume that var(u) ∩ var(u′) �= ∅. For each
xi ∈ var(u)∩ var(u′), we write ai (resp. bi) for the maximal integer for which x

ai

i |u
(resp. x

bi

i |u′). Similarly, for each xj ∈ var(v) ∩ var(v′), we write aj (resp. bj ) for
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the maximal integer for which x
aj

j |v (resp. x
bj

j |v′). Let a/b be the smallest rational
number in the nonempty finite set

{ai/bi : xi ∈ var(u) ∩ var(u′)} ∪ {aj /bj : xj ∈ var(v) ∩ var(v′)}.
Let f ∗ = ub − vb and g∗ = u′a − v′a , each of which belongs to IA. If xi ∈
var(u)∩var(u′), then abi ≤ bai . If xj ∈ var(v)∩var(v′), then abj ≤ baj . Now, write
h = u′′ − v′′ ∈ IA for the binomial arising from ubv′a − u′avb by canceling those
variables which appear in both ubv′a and u′avb. Since var(f ) = {x1, x2, . . . , xn},
it follows that var(u′′) ⊂ var(u) and var(v′′) ⊂ var(v). Furthermore, no variable
xk with a/b = ak/bk can belong to var(h). Let h = 0. Since var(u) ∩ var(v) =
∅, one has var(u) ⊂ var(u′) and var(v) ⊂ var(v′). In addition, since var(f ) =
{x1, x2, . . . , xn}, one has var(u) = var(u′) and var(v) = var(v′). Let h �= 0. Then,
by assumption of induction, it follows that there is a circuit g0 = u0 − v0 ∈ IA for
which var(u0) ⊂ var(u′′) and var(v0) ⊂ var(v′′). �
Theorem 4.33 Every circuit of a toric ideal IA belongs to the universal Gröbner
basis of IA.

Proof Given a circuit f = u − v ∈ IA, we fix a lexicographic order <lex such
that (i) if xi ∈ var(f ) and xj �∈ var(f ), then xi <lex xj and (ii) v <lex u. Let
G denote the reduced Gröbner basis of IA with respect to <lex. We claim f ∈ G .
Since u = in<lex(f ) ∈ in<lex(IA), there is an irreducible binomial g = u′ − v′ ∈ G
with v′ <lex u′ for which u′ divides u. In particular var(u′) ⊂ var(u) ⊂ var(f ).
Suppose var(v′) �⊂ var(f ). Then by using (i) one has u′ <lex v′, which contradict
v′ <lex u′. Hence var(v′) ⊂ var(f ). Thus var(g) ⊂ var(f ). Since f is a circuit, one
has var(g) = var(f ). Lemma 4.31 then guarantees that g = f , as desired. �

For a configuration A ∈ Z
d×n, let CA, UA, and G rA denote the set of all

circuits, the universal Gröbner basis, and the Graver basis of IA, respectively. By
Theorems 3.13 and 4.33, we have

CA ⊂ UA ⊂ G rA.

By using the technique used in the proof of Theorem 4.33, it follows that

Lemma 4.34 Let f = u−v ∈ IA be a circuit. Then there exist lexicographic orders
<lex and <′

lex such that

(i) u = in<lex(f ) and f ∈ G<lex(IA);
(ii) v = in<′

lex
(f ) and f ∈ G<′

lex
(IA),

where, say, G<lex(IA) is the reduced Gröbner basis of IA with respect to <lex.

Theorem 4.35 A configuration A ∈ Z
d×n is unimodular if and only if each circuit

of the toric ideal IA is squarefree.

Proof First, suppose that A ∈ Z
d×n is unimodular. Let f = u−v ∈ IA be a circuit.

By using Lemma 4.34 it follows that there exist lexicographic orders <lex and <′
lex
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such that u = in<lex(f ) with f ∈ G<lex(IA) and v = in<′
lex

(f ) with f ∈ G<′
lex

(IA).
Now, since A is unimodular, each of in<lex(IA) and in<′

lex
(IA) is squarefree. Thus

each of u and v is squarefree.
Second, suppose that each circuit of the toric ideal IA is squarefree. We claim

that every primitive binomial of IA is a circuit. Let f = u − v ∈ IA be a
primitive binomial. Lemma 4.32 says that there is a circuit g = u′ − v′ ∈ IA

with var(u′) ⊂ var(u) and var(v′) ⊂ var(v). Since each of u′ and v′ is squarefree,
one has u′|u and v′|v. Since f is primitive, one has f = g. Thus g is a circuit.
In particular every primitive binomial of IA is squarefree. Now, Theorem 3.13
guarantees that each binomial belonging to the reduced Gröbner basis with respect
to any monomial order is primitive. Hence every initial ideal of IA is squarefree.
Thus A is unimodular, as desired. �
Corollary 4.36 Let a configuration A ∈ Z

d×n be unimodular. Then all of the
following sets (i), (ii), and (iii) coincide:

(i) The set of circuits of IA;
(ii) The universal Gröbner basis of IA;

(iii) The Graver basis of IA.

Proof The Graver basis of IA is the set of primitive binomials of IA. Since A is
unimodular, it follows from the proof of Theorem 4.35 that every primitive binomial
belonging to IA is a circuit. Hence the Graver basis of IA is a subset of the set of
circuits of IA. On the other hand, Theorem 4.33 guarantees that the set of circuits of
IA is a subset of the universal Gröbner basis of IA. Since, in general, the universal
Gröbner basis of IA is a subset of the Graver basis of IA, it follows that all of the
above sets (i), (ii), and (iii) coincide. �
Lemma 4.37 Let A ∈ Z

d×n be an integer matrix and Λ(A) ∈ Z
(d+n)×2n its

Lawrence lifting. Then every irreducible binomial belonging to IΛ(A) is of the form
f �, where f is an irreducible binomial belonging to IA.

Proof Let F be an irreducible binomial belonging to IΛ(A). By Lemma 3.24, there
exists a binominal f ∈ IA such that F = f �.

Now, we show that f is irreducible. If f is reducible, then by using Lemma 4.30
there exists an integer p > 1 together with nonnegative integer vectors a0 and b0
belonging to Z

n for which a = pa0 and b = pb0. Hence

f � = (xa0 yb0)p − (xb0 ya0)p,

which contradicts the fact that f � is irreducible. �
Lemma 4.38 Let A ∈ Z

d×n be a configuration and Λ(A) ∈ Z
(d+n)×2n its

Lawrence lifting.

(a) A binomial f ∈ IA is a circuit if and only if f � ∈ IΛ(A) is a circuit.
(b) Furthermore, every circuit belonging to IΛ(A) is of the form f �, where f is a

circuit belonging to IA.
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Proof

(a) Let f and g be binomials belonging to IA. Then var(g) ⊂ var(f ) if and only
if var(g�) ⊂ var(f �). Furthermore, var(g) = var(f ) if and only if var(g�) =
var(f �). Hence if f is not a circuit, then f � is not a circuit. Conversely, if
f � is not a circuit, then there is an irreducible binomial F ∈ IΛ(A) for which
var(F ) ⊂ var(f �) with var(F ) �= var(f �). By using Lemma 4.37, one has
F = g�, where g ∈ IA is an irreducible binomial. Since var(g�) ⊂ var(f �) with
var(g�) �= var(f �), it follows that f cannot be a circuit.

(b) Since every circuit is irreducible, it follows from Lemma 4.37 that every circuit
belonging to IΛ(A) is of the form f �, where f is an irreducible binomial
belonging to IA. Now, the desired result follows from (a). �

A subconfiguration B = (ai1 , ai2 , . . . , aim) ∈ Z
d×m, where 1 ≤ m ≤ n, of a

configuration A = (a1, a2, . . . , an) ∈ Z
d×n is called combinatorial pure if there is

a face F of conv({a1, a2, . . . , an}) such that

{a1, a2, . . . , an} ∩ F = {ai1 , ai2 , . . . , aim}.

We call K[B] a combinatorial pure subring of K[A] if B is a combinatorial pure
subconfiguration of A.

Example 4.39 The Lawrence lifting Λ(B) of the submatrix B = (a1, . . . , am) of a
matrix A = (a1, . . . , an) is a combinatorial pure subconfiguration of Λ(A).

Lemma 4.40 Every combinatorial pure subconfiguration of a normal configura-
tion is normal. Moreover, every combinatorial pure subconfiguration of a very
ample configuration is very ample.

Proof Let A = (a1, . . . , an) ∈ Z
d×n be a configuration and B = (ai1 , . . . , aim) ∈

Z
d×m a combinatorial pure subconfiguration of A. It is enough to show that

ZB ∩Q≥0B \ Z≥0B ⊂ ZA ∩Q≥0A \ Z≥0A.

Let α ∈ ZB ∩Q≥0B \Z≥0B. It is clear that α belongs to ZA∩Q≥0A. Suppose that
α belongs to Z≥0A. Then we have

α =
m
∑

k=1

qik aik =
n
∑

j=1

zj aj ,

where 0 ≤ qik ∈ Q (1 ≤ k ≤ m) and 0 ≤ zj ∈ Z (1 ≤ j ≤ n). Since A is a
configuration, it follows that

∑m
k=1 qik = ∑n

j=1 zj .
On the other hand, since B is a combinatorial pure subconfiguration of A, there

is a face F of conv({a1, a2, . . . , an}) such that

{a1, a2, . . . , an} ∩ F = {ai1 , ai2 , . . . , aim}.
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By the definition of faces, there exists a vector w ∈ R
d such that

w · ak

{

= 1, if k ∈ {i1, . . . , im},
< 1, otherwise.

Hence w · α = ∑m
k=1 qik = ∑n

j=1 zj and zj = 0 for all j /∈ {i1, . . . , im}. Thus
α ∈ Z≥0B, which is a contradiction. �
Lemma 4.41 Let A ∈ Z

d×n be a configuration and suppose that there is a circuit
f = u − v ∈ IA with var(f ) = {xi1 , xi2 , . . . , xim} such that none of the monomials
u and v is squarefree. Then the subconfiguration B of A consisting of the column
vectors ai1 , ai2 , . . . , aim cannot be very ample.

Proof Let I = IA ∩ K[xi1 , xi2 , . . . , xim ]. Then I coincides with the toric ideal
IB of B. Since f ∈ IB and is a circuit of IB , one can assume that var(f ) =
{x1, x2, . . . , xn} with A = B. It follows from Lemma 4.31 that IA = (f ).

Let u = x2
1u′ and v = x2

2v′. Since f is circuit, f is irreducible, and hence
u′ ( �= 1) is not divided by x2 and v′ ( �= 1) is not divided by x1.
Since π(x2

1u′) = π(x2
2v′), one has π(x2

1u′)π(x2
2v′) = (π(x2

1u′))2. Hence
π(u′)π(v′) = (π(x1u

′)/π(x2))
2. Let xk be a variable with k �= 1, 2 and

let tam = π(xm
k )π(x1u

′)/π(x2) be the Laurent monomial belonging to
K[t1, t−1

1 , t2, t
−1
2 , . . . , tn, t

−1
n ]. Then am ∈ Q≥0A ∩ ZA for all positive integer

m. Suppose that there exists a monomial w such that π(w) = tam . It then follows
that the binomial f ′ = x1u

′xm
k − x2w belongs to IA. Since IA = (f ) and x1u

′xm
k is

divided by neither x2
1u′ nor x2

2v′, we have f ′ = 0. Hence x2 must divide u′, which
is a contradiction. Thus, am does not belong to Z≥0A for all m > 0 and hence A is
not very ample. �
Theorem 4.42 Given a configuration A ∈ Z

d×n and its Lawrence lifting Λ(A), the
following conditions are equivalent:

(i) A is unimodular;
(ii) Λ(A) is unimodular;

(iii) Λ(A) is normal.
(iv) Λ(A) is very ample.

Proof First (ii) ⇒ (iii) ⇒ (iv) is known (Theorem 4.11). Second (i) ⇔ (ii) follows
from Theorem 4.35 and Lemma 4.38.

Now, in order to prove (iv) ⇒ (i), suppose that A is not unimodular. Then there
is a circuit f = xa − xb ∈ IA such that either xa or xb is not squarefree. Thus in
the circuit f � = xayb − xbya, none of the monomials xayb and xbya is squarefree.
Let, say, var(f ) = {x1, x2, . . . , xm} and B the subconfiguration of A consisting of
the column vectors a1, a2, . . . , am. Since

var(f �) = {x1, x2, . . . , xm, y1, y2, . . . , ym}
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and since

Λ(B) =
(

a1 a2 · · · am 0 0 · · · 0
e1 e2 · · · em e1 e2 · · · em

)

,

by using Lemma 4.41, the Lawrence lifting Λ(B) cannot be very ample. Since Λ(B)

is a combinatorial pure subconfiguration (Example 4.39) of Λ(A), it follows from
Lemma 4.40 that Λ(A) cannot be very ample, as desired. �

Problems

4.14 Show that every integral polytope of dimension 2 is unimodular.

4.15 Let P ⊂ R
3 denote the integral polytope of dimension 3 with the 8 vertices

(ε1, ε2, ε3), where each εi ∈ {0, 1}. Show that P cannot be unimodular.

4.16 Show that there exist configurations A, B, and C such that CA = UA �= G rA,
CB �= UB = G rB , and CC �= UC �= G rC .

Notes

The study of convex polytopes originated in the Euler’s formula v − e + f = 2 of
convex polytopes of dimension 3. On the other hand, the study of integral convex
polytope might originate in Pick’s formula, which is a formula to compute the area
of an integral convex polygon by counting integer points contained in the polygon.

Grünbaum’s book [85] is the fundament on classical theory of convex polytopes,
where rich references contributing to the development of convex polytopes are
listed. Ziegler [221] presents a wealth of material on the modern theory of convex
polytopes. A quick introduction to the theory of convex polytopes is Brøndsted [19],
which invites the reader to the three highlights of convex polytopes known as Dehn–
Sommerville relations (1927), the upper bound theorem (McMullen, 1970), and the
lower bound theorem (Barnette, 1973).

In 1975, a revolution of convex polytopes occurred. Richard Stanley [194] proved
the upper bound conjecture for spheres affirmatively by using commutative algebra,
viz., the Reisner’s theorem [177] on Cohen–Macaulay rings. We refer the reader
to Stanley [199], Bruns–Herzog [27], and Hibi [105] for further information. See
also Hochster [116]. Historically the encounter of convex polytopes with Cohen–
Macaulay rings was achieved by Hochster [115]. Furthermore, in 1980, Stanley
[195] and Billera–Lee [16] succeeded in proving the McMullen’s g-conjecture,
which characterizes the f -vectors of simplicial convex polytopes. In particular, in
[195] Stanley employed the theory of toric varieties [48, 152].
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The topics of normal polytopes and unimodular triangulations is one of the high-
lights of the modern theory of integral convex polytopes. The integer decomposition
property is important in the theory of integer programming [188].

There is an integral polytope which possesses a unimodular covering, but no
unimodular triangulation [25]. Regular triangulations were introduced by Gelfand–
Kapranov–Zelevinsky [80] in their study on hypergeometric functions. We refer
the reader to [139] for the information about the geometry of regular triangulations.
Theorem 4.14, which interprets regular triangulations as Stanley–Reisner complexes
by using Gröbner bases theory, is due to Sturmfels, as well as Theorem 4.17, see
[201]. In his book [202], Sturmfels develops a systematic study on convex polytopes
in the frame of Gröbner bases. Corollary 4.23 is a powerful tool to show that an
integral polytope is normal. Example 4.25 is discovered in [158] and Example 4.28
is discovered in [159, Example 2.2].

The set of circuits for unimodular polytopes was discussed in [204]. Combi-
natorial pure subrings appeared first in Ohsugi–Herzog–Hibi [156]. The definition
of combinatorial pure subrings as given in this chapter is taken from [155], and
differs slightly from the definition in [156]. Theorem 4.42, which characterizes
unimodular Lawrence liftings, can also be found in [156] (without the statement
of very ampleness). This characterization was extended in [12] to lattice ideals by
Bayer-Popescu-Sturmfels. The results on very ampleness are due to [167].
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Chapter 5
Edge Polytopes and Edge Rings

Abstract The convex polytopes arising from finite graphs and their toric ideals
have been studied by many authors. The present chapter is devoted to introducing the
foundation on the topics. In Section 5.1, we summarize basic terminologies on finite
graphs. A basic fact on bipartite graphs is proved. The edge polytope of a finite graph
is introduced in Section 5.2. We study the dimension, the vertices, the edges, and the
facets of edge polytopes. In Section 5.3, the edge ring of a finite graph and its toric
ideal is discussed. One of the main results is a combinatorial characterization for the
toric ideal of an edge ring to be generated by quadratic binomials (Theorem 5.14).
The problem of the normality of edge polytopes is studied in Section 5.4. It turns out
that the odd cycle condition in the classical graph theory characterizes the normality
of an edge polytope. Furthermore, it is shown that an edge polytope is normal if and
only if it possesses a unimodular covering (Theorem 5.20). Finally, in Section 5.5,
Gröbner bases of toric ideals arising from bipartite graphs will be discussed. In
particular, we show that the toric ideal of the edge ring of a bipartite graph is
generated by quadratic binomials if and only if it possesses a quadratic Gröbner
basis (Theorem 5.27).

5.1 Finite Graphs

Let [d] = {1, 2, . . . , d} and
([d]

k

)

the set of k-element subsets of [d], where d ≥ 1
and 0 ≤ k ≤ d. Let G be a finite simple graph on the vertex set V (G) = [d], where
d ≥ 2, and E(G) = {e1, e2, . . . , en}, where each ei ∈ ([d]

2

)

, the set of edges of G.
Recall that a finite graph is simple if it possesses no loops and no multiple edges.
The degree of a vertex i ∈ V (G) is the number of edges e ∈ E(G) with i ∈ e. Let
degG i denote the degree of a vertex i of G.

A subgraph of G is a finite simple graph G′ on V (G′) ⊂ [d] with E(G′) ⊂
E(G). Given a nonempty subset W ⊂ [d], the induced subgraph of G on W ⊂ [d]
is the subgraph G|W of G with E(G|W) = {e ∈ E(G) : e ⊂ W }. A spanning
subgraph of G is a subgraph H with V (H) = V (G) = [d].
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A walk of length q of G connecting i ∈ [d] with j ∈ [d] is a sequence of edges

Γ = ({i0, i1}, {i1, i2}, . . . , {iq−1, iq}) (5.1)

of G with each ik ∈ [d] for which i0 = i and iq = j . A walk may be regarded as a
subgraph of G in the obvious way. An even walk is a walk of even length. An odd
walk is a walk of odd length. A closed walk is a walk of the form (5.1) with i0 = iq .

A cycle of length q is a closed walk of the form:

C = ({i0, i1}, {i1, i2} . . . , {iq−1, i0}) (5.2)

with ik �= i� for all 0 ≤ k < � ≤ q−1. A chord of a cycle (5.2) is an edge e ∈ E(G)

of the form e = {ik, i�}, where 0 ≤ k < � ≤ q −1, with e �∈ E(C). A minimal cycle
is a cycle with no chord.

If e = {ik, i�}, where 0 ≤ k < � ≤ q − 1, and e′ = {ik′ , i�′ }, where 0 ≤ k′ <

�′ ≤ q − 1, are chords of a cycle C of (5.2), then we say that e and e′ cross in C if
either k < k′ < � < �′ or k′ < k < �′ < � and if either {ik, ik′ }, {i�, i�′ } are edges
of C or {ik, i�′ }, {i�, ik′ } are edges of C.

When a cycle C of (5.2) is an even cycle, a chord e = {ik, i�}, where 0 ≤ k <

� ≤ q − 1, is called an even-chord if �− k is odd and is called an odd-chord if �− k

is even.
Let C and C′ be cycles of G with V (C) ∩ V (C′) = ∅, then a bridge between C

and C′ is an edge e = {i, j} of G with i ∈ V (C) and j ∈ V (C′).
A finite simple graph G is connected if, for any two vertices i and j of G, there

exists a walk of G connecting i with j . The connected components of G are the
induced subgraphs G|W1 , . . . , G|Ws of G such that each G|Wi

is connected with
W1 ∪ · · · ∪ Ws = [d] and that one has {i, j} �∈ E(G) if i ∈ Wk and j ∈ W� with
k �= �.

The complete graph on [d] is the simple graph G on [d] whose edges are those
{i, j} with 1 ≤ i < j ≤ d.

A finite graph G on [d] is called bipartite if there is a decomposition [d] =
V ∪ V ′, where V �= ∅, V ′ �= ∅ and V ∩ V ′ = ∅ such that each edge of G is of the
form {i, j} with i ∈ V and j ∈ V ′.

The complete bipartite graph on [d] = V ∪V ′ is the bipartite graph whose edges
are those {i, j} with i ∈ V and j ∈ V ′.

A forest is a finite simple graph with no cycle. A connected forest is called a tree.
A spanning tree of a finite simple graph G is a spanning subgraph of G which is a
tree.

Lemma 5.1 A finite simple graph G is bipartite if and only if every cycle of G is
even. In particular, every forest is a bipartite graph.

Proof (Only if) Suppose that G is a bipartite graph on [d] with the decomposition
[d] = U ∪ V . Let C = {{v1, v2}, {v2, v3}, . . . , {vq−1, vq}, {vq, v1}} be a cycle of
length q of G with v1 ∈ U . Then, v2 ∈ V and v3 ∈ U . In general, one has vi ∈ U

if i is odd and vi ∈ V if i is even. Since vq ∈ V , it follows that q is even. This
completes a proof of “Only If” part.
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( If ) one can assume that G is connected. Suppose that every cycle of G is of even
length. Let u and v be vertices of G. Let W be a walk of G of length q connecting
u with v and W ′ a walk of G of length q ′ connecting u with v. Since every cycle of
G is even, it follows that q + q ′ is even. In other words, either (i) both q and q ′ are
even or (ii) both q and q ′ are odd.

Now, fix a vertex v0 of G. Let U (resp., V ) denote the vertices w of G such that
there is a walk of even (resp., odd) length connecting v0 with w. Then, U ∩ V = ∅
with v0 ∈ U . Let w,w′ ∈ U with w �= w′ and with {w,w′} ∈ E(G). Since w ∈ U ,
there is an even walk connecting v0 with w. It then follows that there is a walk of
odd length which connects v0 with w′, a contradiction. Thus, {w,w′} �∈ E(G) for
w and w′ belonging to U with w �= w′. Similarly, {w,w′} �∈ E(G) for w and w′
belonging to V with w �= w′. Hence, every edge of G is of the form {u, v} with
u ∈ U and v ∈ V . Thus, G is bipartite, as desired. �

Let G be a finite simple graph on [d] and G′ on [d ′]. We say that G is isomorphic
to G′ if d = d ′ and if there is a permutation σ on [d] for which

E(G′) = {{σ(i), σ (j)} : {i, j} ∈ E(G)}.

Let G be the finite simple graph on [d]. A permutation σ on [d] is called an
automorphism of G if

E(G) = {{σ(i), σ (j)} : {i, j} ∈ E(G)}.

Problems

5.1

(a) Classify all finite simple graphs on [d], up to isomorphism, with 1 ≤ d ≤ 4.
(b) Classify all finite connected simple graphs on [d], up to isomorphism, with

1 ≤ d ≤ 4.
(c) Classify all finite simple bipartite graphs on [d], up to isomorphism, with 1 ≤

d ≤ 4.
(d) Classify all finite connected simple bipartite graphs on [d], up to isomorphism,

with 1 ≤ d ≤ 4.
(e) Classify all forests on [d], up to isomorphism, with 1 ≤ d ≤ 4.
(f) Classify all trees on [d], up to isomorphism, with 1 ≤ d ≤ 4.

5.2 Let G be the finite connected simple graph on [5] whose edges are those {i, j}
with 2 ≤ |i − j |. How many spanning trees does G have?

5.3 Let G be the finite connected simple graph on [6] whose edges are

{1, 2}, {2, 3}, {1, 3}, {3, 4}, {4, 5}, {5, 6}, {4, 6}.

How many automorphisms does G have?
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5.2 Edge Polytopes of Finite Graphs

Let G be a finite simple graph on the vertex set V (G) = [d] and E(G) =
{e1, . . . , en} the set of edges of G. Let e1, . . . , ed denote the canonical unit
coordinate vectors of Rd . If e = {i, j} is an edge of G, then we define ρ(e) ∈ R

d

by setting ρ(e) = ei + ej . We write PG for the convex hull of the finite set
{ ρ(e) : e ∈ E(G) } ⊂ R

d and call PG the edge polytope of G.

Lemma 5.2 One has PG ∩ Z
d = { ρ(e) : e ∈ E(G) }. Furthermore, the set of

vertices of PG coincides with PG ∩ Z
d .

Proof Let H denote the hyperplane of Rd defined by the equation z1+· · ·+zd = 2.
Since each ρ(e) with e ∈ E(G) belongs to H , it follows that PG ⊂ H . Let α =
(b1, . . . , bd) ∈ PG ∩ Z

d and write α = ∑

e∈E(G) aeρ(e) with each 0 ≤ ae ∈ R≥0
and with

∑

e∈E(G) ae = 1. If bi ≥ 1, then i ∈ e for all e with ae > 0. Thus, bi = 1.
Since b1 + · · · + bd = 2, there is j �= i with bj = 1. Then, j ∈ e for all e with
ae > 0. Hence, e = {i, j} if ae > 0. Thus, α = ρ({i, j}) ∈ PG, as required.

Let V (PG) denote the set of vertices of PG. In general, V (PG) ⊂ { ρ(e) : e ∈
E(G) }. If, say, e = {1, 2} ∈ E(G) and e �∈ V (PG), then ρ(e) = (ρ(e′)+ρ(e′′))/2,
where ρ(e′) and ρ(e′′) belong to V (PG) with e �= e′ and e �= e′′. Say, 1 �∈ e′ and
i ∈ e′ with i ≥ 3. Then, (ρ(e′)+ρ(e′′))/2 �= e1 + e2. This contradiction guarantees
that e = {1, 2} belongs to V (PG). Hence, V (PG) = PG ∩ Z

d , as desired. �
Lemma 5.3 Let e = {i, j} and e′ = {k, �} be the vertices of PG with e �= f . Then,
the line segment [ρ(e), ρ(e′)] which is the convex hull of {ρ(e), ρ(e′)} in R

d is an
edge of PG if and only if the induced subgraph of G on {i, j} ∪ {k, �} contains no
cycle of length 4. In particular, if e and e′ possess exactly one common vertex, then
[ρ(e), ρ(e′)] is an edge of PG.

Proof Let G′ denote the induced subgraph of G on {i, j} ∪ {k, �} and F = PG′ .
Since F is a face of PG, the segment [ρ(e), ρ(e′)] is a face of PG if and only if
[ρ(e), ρ(e′)] is a face of F . If e and f have exactly one common vertex, then F
is a simplex and [ρ(e), ρ(e′)] is a face of F . If e and f have no common vertex,
say e = {1, 2} and f = {3, 4}, then F can be regarded as a subpolytope of the
convex hull of {(1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 0, 0), (0, 1, 0), (0, 0, 1)} ⊂ R

3. It
then follows that [(1, 1, 0), (0, 0, 1)] is a face of F if and only if F is a simplex.
Moreover, F is a simplex if and only if G′ contains no cycle of length 4. Hence, the
segment [ρ(e), ρ(e′)] is a face of PG if and only if G′ contains no cycle of length
4, as desired. �
Lemma 5.4 Suppose that G is connected. Then, dim PG = d − 1 if G possesses
at least one odd cycle. If G is bipartite, then dim PG = d − 2.

Proof Let G be connected with at least one odd cycle. Then, one can find a
connected spanning subgraph G′ of G with d edges such that G′ has exactly one
odd cycle and it is a unique cycle of G′. Then, PG′ is a (d − 1)-simplex. Hence,
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dim PG ≥ d − 1. Since G is lying on the hyperplane of Rd defined by the equation
z1 + · · · + zd = 2, one has dim PG ≤ d − 1. Thus, dim PG = d − 1.

Let G be bipartite with the decomposition [d] = U∪V . Let H1 be the hyperplane
of Rd defined by the equation

∑

i∈U zi = 1 and H2 the hyperplane of Rd defined
by

∑

j∈V zj = 1. Then, PG ⊂ H1 ∩ H2. Thus, dim PG ≤ d − 2. Let G′′ be a
spanning tree of G. Then, PG′′ is a (d − 2)-simplex. Hence, dim PG ≥ d − 2. As
a result, one has dim PG = d − 2, as required. �
Lemma 5.5 Let G be a finite connected simple graph on [d] with at least one odd
cycle and H a subgraph of G. Then, F(H) = {ρ(e) : e ∈ E(H)} ⊂ PG ∩
Z

d is a maximal simplex belonging to PG if and only if H satisfies the following
conditions:

• H is a spanning subgraph of G;
• H has d edges;
• Every cycle of H is odd;
• Every connected component of H possesses exactly one odd cycle.

Proof Let a subgraph H satisfy the required conditions and H1, . . . , Hq the
connected components of H . Then, dim PHk

= |V (Hk)| − 1 for 1 ≤ k ≤ q.
Since dim PH = q − 1 + ∑q

k=1 dim PHk
and since [d] = ∪q

k=1V (Hk), one has
dim PH = d − 1. Since |V (H)| = d, it follows that PH is a (d − 1)-simplex.

Now, suppose that H is a subgraph of G for which PH is a (d − 1)-simplex.
Then, H must be a spanning subgraph of G with d edges. Let H1, . . . , Hq be the
connected components of H . Again, since dim PH = q −1+∑q

k=1 dim PHk
, one

has dim PHk
= |V (Hk)| − 1 for 1 ≤ k ≤ q. Since H has d edges, each Hk is a

spanning subgraph on V (H) with |V (Hk)| edges. In particular, each Hk possesses
exactly one cycle. Since dim PHk

= |V (Hk)| − 1, a unique cycle of each Hk must
be odd. �
Lemma 5.6 Let G be a finite connected simple bipartite graph on [d] and H a
subgraph of G. Then, F(H) = {ρ(e) : e ∈ E(H)} ⊂ PG ∩ Z

d is a maximal
simplex belonging to PG if and only if H is a spanning tree of G.

Proof If H is a spanning tree of G, then H has (d −1) edges and dim PH = d −2.
Thus, PH is a (d − 2)-simplex. Hence, F(H) is a maximal simplex belonging to
PG.

Let H be a subgraph of G and suppose that F(H) is a maximal simplex
belonging to PG. If H is disconnected with k ≥ 2 connected components, then
dim PH = (k − 1)+ (d − 2k) = d − 1 − k ≤ d − 3. Hence, H must be connected.
Since H is a spanning subgraph of G with (d − 1) edges, it follows that H is a
spanning tree, as desired. �
Lemma 5.7 Every face of an edge polytope is again an edge polytope. More
precisely, if PG is the edge polytope, then each face of PG is of the form PG′ ,
where G′ is a subgraph of G.
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Proof Let F be a face of PG, then F = conv({ρ(e) : e ∈ E(G)} ∩ F ). Thus,
F = PH , where H is a subgraph of G with E(H) = {e ∈ E(G) : ρ(e) ∈ F }.

�
A nonempty subset T ⊂ [d] is called independent if no edge of G is of the form

e = {i, j} with i ∈ T and j ∈ T . If T ⊂ [d] is independent, then we write N(G; T )

for the set of those i ∈ [d] for which there is j ∈ T with {i, j} ∈ E(G).
To find the facets of PG is of interest. Lemma 5.8 below describes the facets

of PG. Since Lemma 5.8 will be never quoted, we refer the reader to [157,
Theorem 1.7] for its proof.

Lemma 5.8

(a) Let G be a finite simple connected graph on [d] with at least one odd cycle
and G′ a subgraph of G. Then, PG′ is a facet of PG if and only if one of the
following conditions is satisfied:

• E(G′) = { e ∈ E(G) : i �∈ e }, where i ∈ [d] for which every connected
component of G[d]\{i} has at least one odd cycle.

• E(G′) = { e ∈ E(G) : e ∩ T �= ∅ } ∪ { e ∈ E(G) : e ∩ (T ∪ N(G; T )) =
∅ }, where ∅ �= T ⊂ [d] is independent for which: (i) the bipartite graph
consisting of those edges e ∈ E(G) with e ∩ T �= ∅ is connected and (ii)
either T ∪ N(G; T ) = [d] or every connected component of the subgraph
G[d]\(T∪N(G;T )) has at least one odd cycle.

(b) Let G be a finite simple connected bipartite graph on [d] = V ∪ V ′ and G′ a
subgraph of G. Then, PG′ is a facet of PG if and only if one of the following
conditions is satisfied:

• E(G′) = { e ∈ E(G) : i �∈ e }, where i ∈ [d] for which G[d]\{i} is
connected.

• E(G′) = { e ∈ E(G) : e ∩ T �= ∅ } ∪ { e ∈ E(G) : e ∩ (T ∪ N(G; T )) =
∅ }, where ∅ �= T ⊂ V is independent for which: (i) the bipartite graph
consisting of those edges e ∈ E(G) with e ∩ T �= ∅ is connected and (ii)
G[d]\(T∪N(G;T )) is a connected graph with at least one edge.

Problems

5.4 Let G be the complete graph on [4]. Find the edges and facets of the edge
polytope PG and compute the f -vector of PG.

5.5 Let G be the complete bipartite graph on [5] = V ∪ V ′ with |V | = 2 and
|V ′| = 3. Find the edges and facets of the edge polytope PG and compute the
f -vector of PG.

5.6 Let G be the finite simple graph on [5] whose edges are those {i, j} with 1 ≤
i < j ≤ 4 together with {4, 5}. Find the edges and facets of the edge polytope PG.



5.3 Toric Ideals of Edge Rings 123

5.3 Toric Ideals of Edge Rings

Let, as before, [d] = {1, 2, . . . , d} denote the vertex set and G a finite simple
connected graph on [d] and E(G) = {e1, . . . , en} the set of edges of G.

Let K[t] = K[t1, . . . , td ] denote the polynomial ring in d variables over a field
K . If e = {i, j} is an edge of G, then we define ue ∈ K[t] for the quadratic
monomial ti tj . We write K[G] for the toric ring K[{ ue : e ∈ E(G) }] and call
K[G] the edge ring of G.

Let S = K[x1, . . . , xn] denote the polynomial ring in n variables over K and
define the surjective ring homomorphism π : S → K[G] by setting π(xi) = uei for
1 ≤ i ≤ n. The kernel of π is denoted by IG and is called the toric ideal of K[G].

Given an even closed walk

Γ = (ei1 , ei2 , . . . , ei2q
)

of G with each ek ∈ E(G), we write fΓ for the binomial

fΓ =
q
∏

k=1

xi2k−1 −
q
∏

k=1

xi2k

belonging to IG. We often employ the abbreviated notation

fΓ = f
(+)
Γ − f

(−)
Γ ,

where

f
(+)
Γ =

q
∏

k=1

xi2k−1 , f
(−)
Γ =

q
∏

k=1

xi2k

Lemma 5.9 The toric ideal IG is generated by all the binomials fΓ , where Γ is an
even closed walk of G.

Proof It follows from Theorem 3.2 that every toric ideal is generated by binomials.
Let I ′

G denote the binomial ideal generated by those binomial fΓ , where Γ

is an even closed walk of G. Choose a binomial f = ∏q

k=1 xik − ∏q

k=1 xjk

belonging to IG with ik �= jk′ for all k and k′. Let, say, π(xi1) = t1t2. Since
π(
∏q

k=1 xik ) = π(
∏q

k=1 xjk
), one has π(xjm) = t2tr for some m with r �= 1.

Say, m = 1 and r = 3. Thus, π(xj1) = t2t3. Then, π(xi�) = t3ts for some
� with s �= 2. Repeated application of these procedures yields an even closed
walk Γ ′ = (ei1 , ej1 , ei2 , ej2 , . . . , eip , ejp ) with fΓ ′ = ∏p

k=1 xik − ∏p

k=1 xjk
∈

IG. Since π(
∏q

k=1 xik ) = π(
∏q

k=1 xjk
) and since π(

∏p

k=1 xik ) = π(
∏p

k=1 xjk
),

one has π(
∏q

k=p+1 xik ) = π(
∏q

k=p+1 xjk
). Hence,

∏q

k=p+1 xik − ∏q

k=p+1 xjk

belongs to IG. Working with induction on q ≥ 2 enables us to assume that
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∏q

k=p+1 xik −∏q

k=p+1 xjk
belongs to I ′

G. Now, one has

f =
q
∏

k=p+1

xik (

p
∏

k=1

xik −
p
∏

k=1

xjk
) +

p
∏

k=1

xjk
(

q
∏

k=p+1

xik −
q
∏

k=p+1

xjk
)

= fΓ ′
q
∏

k=p+1

xik +
p
∏

k=1

xjk
(

q
∏

k=p+1

xik −
q
∏

k=p+1

xjk
).

It then follows that the binomial f belongs to I ′
G. Hence, IG = I ′

G, as desired. �
An even closed walk Γ of G is called primitive if there exists no even closed

walk Γ ′ of G with fΓ ′ �= fΓ for which f
(+)

Γ ′ divides f
(+)
Γ and f

(−)

Γ ′ divides f
(−)
Γ .

Lemma 5.10 A binomial f ∈ IG is primitive if and only if there exists a primitive
even closed walk Γ of G such that f = fΓ . In particular, the toric ideal IG is
generated by those binomials fΓ , where Γ is a primitive even closed walk of G.

Proof It follows from the proof of Lemma 5.9 that, for every binomial f = u−v ∈
IG, where u and v are monomials of S = K[x1, . . . , xn] with deg u = deg v, there
is an even closed walk Γ of G such that f

(+)

Γ ′ divides u and f
(−)

Γ ′ divides v. Hence,
every primitive binomial of IG is of the form fΓ , where Γ is an even closed walk
of G. It then follows that fΓ is primitive if and only if Γ is primitive.

In addition by Proposition 3.15, IG is generated by those binomials fΓ , where Γ

is a primitive even closed walk of G. �
Lemma 5.11 A primitive even closed walk Γ of G is one of the following:

(i) Γ is an even cycle of G;
(ii) Γ = (C1, C2), where each of C1 and C2 is an odd cycle of G having exactly

one common vertex;
(iii) Γ = (C1, Γ1, C2, Γ2), where each of C1 and C2 is an odd cycle of G with

V (C1) ∩ V (C2) = ∅ and where Γ1 and Γ2 are walks of G of the forms Γ1 =
(ei1 , . . . , eir ) and Γ2 = (ei′1 , . . . , ei′

r′
) such that Γ1 combines j ∈ ei1 ∩ ei′

r′
∩

V (C1) with j ′ ∈ eir ∩ ei′1 ∩ V (C2) and Γ2 combines j ′ with j . Furthermore,
none of the vertices belonging to V (C1) ∪ V (C2) appears in each of ei1 \
{j}, ei2 , . . . , eir−1 , eir \ {j ′}, ei′1 \ {j}, ei′2 , . . . , ei′r−1

, ei′
r′
\ {j ′}.

Proof Let Γ be a primitive even closed walk

Γ = (ei1 , ei2 , . . . , ei2q
) = ({j0, j1}, {j1, j2}, . . . , {j2q−1, j0})

of G of length 2q. If jk �= j� for all k �= �, then Γ is an even cycle of G, which is
of the form required in (i).

Let jk �= jk′ for all 0 ≤ k < k′ < r ≤ 2q − 1 and jk′′ = jr for some 0 ≤ k′′ < r .
Then, Γ = (C1, Γ

′), where C1 is a cycle of G with

C1 = ({jk′′, jk′′+1}, {jk′′+1, jk′′+2}, . . . , {jr−1, jr })



5.3 Toric Ideals of Edge Rings 125

and where Γ ′ is a closed walk of G with

Γ ′ = ({jr , jr+1}, {jr+1, jr+2}, . . . , {j2q−1, j0}, {j0, j1}, . . . , {jk′′−1, jk′′ }).

Since Γ is primitive, it follows that C1 is an odd cycle and Γ ′ is an odd closed walk.
In order to simplify the notation of Γ = (C1, Γ

′), one can write C1 and Γ ′ for

C1 = ({j0, j1}, {j1, j2}, . . . , {jr−1, j0})

and

Γ ′ = ({j0, jr+1}, {jr+1, jr+2}, . . . , {j2q−1, j0}).

Let (V (C1) ∩ V (Γ ′)) \ {j0} �= ∅. Let j0 �= ja ∈ (V (C1) ∩ V (Γ ′)) with 1 ≤ a ≤
r − 1 and ja = jb with r + 1 ≤ b ≤ 2q − 1. Since C1 is an odd cycle, one of the
walks

Γ1 = ({j0, j1}, {j1, j2}, . . . , {ja−1, ja})

and

Γ2 = ({ja, ja+1}, {ja+1, ja+2}, . . . , {jr−1, j0})

is odd. Furthermore, since Γ ′ is odd, one of the walks

Γ3 = ({{j0, jr+1}, {jr+1, jr+2}, . . . , {jb−1, jb})

and

Γ4 = ({{jb, jb+1}, {jb+1, jb+2}, . . . , {j2q−1, j0})

is odd. In particular, one of the closed walks (Γ1, Γ3), (Γ1, Γ4), (Γ2, Γ3), and
(Γ2, Γ4) must be even. This is impossible, since Γ is primitive. As a result, one
has (V (C1) ∩ V (Γ ′)) = {j0}. If Γ ′ is a cycle of G, then Γ is of the form required
in (ii).

Let j0 = jc for some r + 2 ≤ c ≤ 2q − 2. Since Γ ′ is an odd closed walk, one
of the walks

Γ5 = ({j0, jr+1}, {jr+1, jr+2}, . . . , {jc−1, jc})

and

Γ6 = ({jc, jc+1}, {jc+1, jc+2}, . . . , {j2q−1, j0})
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is odd. Since C1 is an odd cycle, one of the closed walks (C1, Γ5) and (C1, Γ6) is
even. Again, this is impossible, since Γ is primitive. As a result, one has j0 �= jc for
all r + 2 ≤ c ≤ 2q − 2.

Now, suppose that Γ ′ is not a cycle. Then, Γ ′ = (Γ7, Γ8, Γ9), where Γ7 is a walk
of G combining j0 with j ′ ∈ V (Γ8), where Γ8 is a closed walk of G and where Γ9
is a walk of G combining j ′ with j0. Since Γ is primitive, it follows that Γ8 must
be an odd closed walk. If Γ8 is a cycle of G, then Γ is of the form required in (iii).
If Γ8 is not a cycle of G, then repeating the above technique guarantees that Γ is of
the desired form in (iii). �
Corollary 5.12 Let G be a bipartite graph. Then, every primitive even closed walk
is an even cycle. In particular, the toric ideal IG is generated by those binomials fC ,
where C is an even cycle of G.

An even closed walk Γ of G is called fundamental if every even closed walk
Γ ′ of the induced subgraph G|V (Γ ) of G on V (Γ ) with fΓ ′ �= 0 satisfies either
fΓ = fΓ ′ or fΓ = −fΓ ′ .

Lemma 5.13 Let Γ be a fundamental even closed walk of G and suppose that the
toric ideal IG is generated by fΓ1 , fΓ2 , . . . , fΓs , where each fΓi

is an even closed
walk of G. Then, either fΓ = fΓi

or fΓ = −fΓi
for some 1 ≤ i ≤ s.

Proof Since fΓ ∈ IG, there is fΓi
for which f

(+)
Γi

divides either f
(+)
Γ or f

(−)
Γ .

It then follows that each vertex of Γi must belong to V (Γ ). Hence, Γi is an even
closed walk of the induced subgraph G|V (Γ ). Thus, fΓ coincides with either fΓi

or
−fΓi

. �
We are now in the position to state a combinatorial criterion for the toric ideal IG

to be generated by quadratic binomials.

Theorem 5.14 Let G be a finite connected simple graph. Then, the toric ideal
IG is generated by quadratic binomials if and only if the following conditions are
satisfied:

(i) If C is an even cycle of G of length ≥ 6, then either C has an even-chord or C

has three odd-chords e, e′, e′′ such that e and e′ cross in C;
(ii) If C1 and C2 are minimal odd cycles with exactly one common vertex, then

there exists an edge {i, j} �∈ E(C1) ∪ E(C2) with i ∈ V (C1) and j ∈ V (C2);
(iii) If C1 and C2 are minimal odd cycles with V (C1)∩V (C2) = ∅, then there exist

at least two bridges between C1 and C2.

Proof (Only if) Suppose that the toric ideal IG of G is generated by quadratic
binomials. Since every primitive binomial of IG is of the form fΓ , where Γ is an
even closed walk of G, it follows that IG is generated by those quadratic binomials
fC , where C is a cycle of G of length 4.

(i) Let C be an even cycle of length ≥ 6. Since fC ∈ IG and since IG is generated
by quadratic binomials, one can find two quadratic binomials fC1 and fC2 ,

where both C1 and C2 are cycles of length 4, for which f
(+)
C1

divides f
(+)
C and
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f
(+)
C2

divides f
(−)
C . Then, each of C1 and C2 yields either two even-chords of

C or two odd-chords which cross in C. If one of these chords is an even-chord,
then C satisfies the required condition. Suppose that each of these chords are
odd-chords. The odd-chords e and e′ arising from C1 cross in C. Let e′′ and
e′′′ be the odd-chords arising from C2. Since C1 �= C2, it follows that either
e′′ �∈ {e, e′} or e′′′ �∈ {e, e′}. Hence, C has at least three odd-chords two of
which cross in C, as desired.

(ii) Let C1 and C2 be minimal odd cycles of G with exactly one common vertex
and suppose that there exists no edge {i, j} �∈ E(C1) ∪ E(C2) with i ∈ V (C1)

and j ∈ V (C2). Since the even closed walk Γ = (C1, C2) of length ≥ 6
is fundamental, it follows from Lemma 5.13 that IG cannot be generated by
quadratic binomials.

(iii) Let C1 and C2 be minimal odd cycles of G with V (C1) ∩ V (C2) = ∅
and suppose that there exists no bridge between C1 and C2. Since G is
connected, there is a walk Γ1 = ({v0, v1}, {v1, v2}, . . . , {vt−1, vt }) of length
t ≥ 2 with v0 ∈ C1 and vt ∈ C2. One can assume that t is the smallest
length of those walks Γ , where Γ connects a vertex of C1 with a vertex of
C2. Let Γ denote the even closed walk (C1, Γ1, C2,−Γ1), where −Γ1 =
({vt , vt−1}, . . . , {v2, v1}, {v1, v0}). If the induced subgraph G|V (Γ ) is equal to
Γ , then Γ is fundamental of length t + 3 ≥ 5. Lemma 5.13 then says that IG

cannot be generated by quadratic binomials. Thus, G|V (Γ ) �= Γ and there is
an edge e ∈ E(G|V (Γ )) \E(Γ ). Since C1 and C2 are minimal odd cycles of G

with V (C1)∩V (C2) = ∅, since there is no bridge between C1 and C2 and since
t is the minimum length, it follows that either e = {i, v1} with i ∈ V (C1) or
e = {vt−1, j} with j ∈ V (C2), say, e = {i, v1} with i ∈ V (C1). One can find
an odd cycle C3 ( �= C1) with E(C3) ⊂ E(C1) ∪ {{i, v1}, {v0, vi}} and choose
a minimal odd cycle C4 with V (C4) ⊂ V (C3). Since C1 is minimal, one has
v1 ∈ V (C4). Let Γ ′ be the even closed walk (C4, Γ2, C2,−Γ2), where Γ2 =
({v1, v2}, {v2, v3}, . . . , {vt−1, vt }). Since the degree of the binomial fΓ ′ is at
least t + 2 ≥ 4, again by Lemma 5.13, one has G|V (Γ ′) �= Γ ′ and one can find
an edge e′ = {vt−1, j} ∈ E(G|V (Γ ′)) \ E(Γ ′) with j ∈ V (C2). One can then
find an odd cycle C5 ( �= C2) with E(C5) ⊂ E(C2)∪{{vt−1, j}, {vt−1, vt }} and
choose a minimal odd cycle C6 with V (C6) ⊂ V (C5). Since C2 is minimal,
one has vt−1 ∈ V (C6). Let Γ ′′ denote the even closed walk (C4, Γ3, C6,−Γ3),
where Γ3 = ({v1, v2}, {v2, v3}, . . . , {vt−2, vt−1}). (If t = 2, then Γ = ∅.)
Since G|V (Γ ′′) = Γ ′′, it follows that Γ ′′ is fundamental. Since the degree of
fΓ ′′ is at least t + 1 ≥ 3, Lemma 5.13 says that IG cannot be generated by
quadratic binomials. This contradiction says that there exists a bridge between
C1 and C2. Now, if there exists exactly one bridge b ∈ E(G) between C1 and
C2, then the even closed walk (C1, b, C2, b) is fundamental of length ≥ 8.
Again, Lemma 5.13 says that IG cannot be generated by quadratic binomials.
Hence, at least two bridges between C1 and C2 exist.
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( If ) By virtue of Lemma 5.10, what we must prove is that, given a primitive even
closed walk Γ of G of length 2q ≥ 6, the binomial fΓ belongs to the ideal (IG)<q

which is generated by the binomials of degree < q belonging to IG.
If e is an edge of G, then we write xe for the variable of S = K[x1, . . . , xn] with

π(xe) = ue ∈ K[t].
First Step: Let Γ be a primitive even closed walk of G of length 2q ≥ 6

of the form in (i) of Lemma 5.11. Thus, Γ is an even cycle C =
({v1, v2}, {v2, v3}, . . . , {v2q, v1}).

(a) Suppose that C has an even-chord e = {v1, v2t } with 2 ≤ t < q. Let C1 be the
even cycle

(e, {v2t , v2t+1}, {v2t+1, v2t+2}, . . . , {v2q−1, v2q}, {v2q, v1})

and C2 the even cycle

(e, {v2t , v2t−1}, {v2t−1, v2t−2}, . . . , {v3, v2}, {v2, v1}).

Then, fC = gfC1 − hfC2 ∈ (IG)<q , where g = f
(−)
C2

/xe and h = f
(−)
C1

/xe.
(b) Suppose that C has no even-chord and that C has three odd-chords e, e′, and

e′′ such that e and e′ cross in C. Let e = {v1, vt } and e′ = {v2, vt+1} with
3 ≤ t ≤ 2q − 1. Let

Γ = ({vt , vt−1}, {vt−1, vt−2}, . . . , {v3, v2})

and

Γ ′ = ({vt+1, vt+2}, {vt+2, vt+3}, . . . , {v2q−1, v2q}, {v2q, v1}).

Let C1 = (e, Γ, e′, Γ ′) and C2 = (e, {vt , vt+1}, e′, {v2, v1}) be even cycles.
Then, fC = fC1 − hfC2 with h = f

(+)
C1

/xexe′ . The binomial fC1 is of degree
q and fC2 is quadratic. Let e′′ = {vi, vj }, S = {v1, vt+1, vt+2, . . . , v2q}, and
T = {v2, v3, . . . , vt }. Let vi ∈ S and vj ∈ T . Since e′′ is an odd-chord of C, it
follows that e′′ is an even-chord of C1. Hence, fC ∈ (IG)<q .

Now, assume that each of vi and vj belongs to T with 2 ≤ i < j ≤ t . Let
C3 be a minimal odd cycle with V (C3) ⊂ S ∪ {vt } and C4 a minimal odd cycle
with V (C4) ⊂ S ∪ {v2}. For a while, suppose that C has no chord {vi′ , vj ′ } with
2 ≤ i′ < j ′ ≤ t for which either i′ = 2 or j ′ = t . (Since C has no even-chord, it
follows that {v2, vt } cannot be a chord of C.) Let C5 be a minimal odd cycle with
V (C5) ⊂ {vi, vi+1, . . . , vj }. Since C3 and C5 are odd cycles with V (C3)∩V (C5) =
∅, one can find a bridge b = {vk, v�} between C3 and C5. The bridge must be an
odd-chord of C with vk ∈ S and v� ∈ T . Thus, b is an even-chord of C1. On
the other hand, suppose that C has a chord {v2, vj ′ } with 2 < j ′ < t and that C

has no chord {v2, vj ′′ } with 2 < j ′′ < j ′ < t . Let C6 be a minimal odd cycle
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with V (C6) ⊂ {v2, v3, . . . , vj ′ }. If C4 and C6 have exactly common vertex (= v2),
then one can find a bridge b′ = {vk′ , v�′ } between C4 and C6 with vk′ ∈ S and
v�′ ∈ T , which is an odd-chord of C. Thus, b′ is an even-chord of C1. Finally, if
V (C4) ∩ V (C6) = ∅, then there exist at least two bridges between C4 and C6, one
of which is of the form b′′ = {vk′′ , v�′′ } with vk′′ ∈ S and v�′′ ∈ T . Thus, b′′ is an
even-chord of C1.

Second Step: Let Γ be a primitive even closed walk of length ≥ 6 of the form in
(ii) of Lemma 5.11. Thus, L = (C1, C2), where C1 and C2 are odd cycles of G

with exactly one common vertex. Let

C1 = ({w, v1}, {v2, v3}, . . . , {v2s−1, v2s}, {v2s , w})

and

C2 = ({w, v′
1}, {v′

2, v
′
3}, . . . , {v′

2t−1, v
′
2t }, {v′

2t , w}).

(a) Suppose that there is an edge e = {vi, v
′
j } of G with 1 ≤ i ≤ 2s and 1 ≤ j ≤ 2t .

Let, say, i and j be even. Let Γ1 be the even closed walk

Γ1 =({w, v1}, {v1, v2}, . . . , {vi−1, vi}, e, {v′
j , v

′
j+1}, . . . , {v′

2t−1, v
′
2t }, {v′

2t , w})

of G of length i + 2t − j + 2 and Γ2 the even closed walk

Γ2 =({w, v′
1}, {v′

1, v
′
2}, . . . , {v′

j−1, v
′
j }, e, {vi, vi+1}, . . . , {v2s−1, v2s}, {v2s , w}).

of G of length j + 2s − i + 2. Then, fΓ = gfΓ1 − hfΓ2 , where g = f
(+)
Γ2

/xe

and h = f
(+)
Γ1

/xe.
(b) Suppose that none of the edges {vi, v

′
j } with 1 ≤ i ≤ 2s and 1 ≤ j ≤ 2t

belongs to E(G). Let, say, e = {vi, w}, where i is even, be a chord of C1. If

Γ1 = ({w, v1}, {v1, v2}, . . . , {vi−1, vi}, e, C2)

and

Γ2 = (e, {vi, vi+1}, {vi+1, vi+2}, . . . , {v2s−1, v2s}, {v2s , w}),

then fΓ = gfΓ1 − hfΓ2 , where g = f
(+)
Γ2

/xe and h = f
(+)
Γ1

/xe.
(c) Suppose that none of the edges {vi, v

′
j } with 1 ≤ i ≤ 2s and 1 ≤ j ≤ 2t belongs

to E(G). In addition, suppose that none of the edges {vi, w} and {v′
j , w} with

1 < i < 2s and 1 < j < 2t belongs to E(G). Then, either C1 or C2 cannot be
minimal. If C1 is not minimal, then there is a chord e = {vi, vj } with 1 ≤ i <

j ≤ 2s. Let C3 denote the odd cycle of G with e ∈ E(C3) ⊂ E(C1) ∪ {e} and
C4 the even cycle of G with e ∈ E(C4) ⊂ E(C1) ∪ {e}. Let w �∈ V (C3). Since
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V (C2)∩V (C3) = ∅, even though each of C2 and C3 might not be minimal, there
exist at least two bridges between C2 and C3. Thus, in particular, since none of
the edges {vi, v

′
j } with 1 ≤ i ≤ 2s and 1 ≤ j ≤ 2t belongs to E(G), one can

find a chord {vi, w} of C1. This contradicts our hypothesis. Let w ∈ V (C3).
Let Γ1 = (C2, C3). Let, say, xe divides f

(+)
Γ1

and f
(+)
C4

. Let g = f
(+)
Γ1

/xe and

h = f
(+)
C4

/xe. Then, either fΓ = gfC4 − hfΓ1 or fΓ = −gfC4 + hfΓ1 .

Third Step: Let Γ be a primitive even closed walk of length ≥ 6 of the form in
(iii) of Lemma 5.11. Let Γ = (C1, Γ1, C2, Γ2), where

C1 = ({v1, v2}, {v2, v3}, . . . , {v2s , v2s+1}, {v2s+1, v1})

and

C2 = ({v′
1, v

′
2}, {v′

2, v
′
3}, . . . , {v′

2t , v
′
2t+1}, {v2t+1, v

′
1})

are odd cycles of G with V (C1) ∩ V (C2) = ∅ and where Γ1 and Γ2 are walks
of G both of which connect v1 with v′

1. Since there exist at least two bridges
between C1 and C2, one can find a bridge e = {vi, v

′
j }, say, j ′ �= 1. Since Γ is

an even closed walk of G, the sum of the length of Γ1 and the length of Γ2 must
be even. When both the length of Γ1 and the length of Γ2 are odd, one assume
that both i and j are odd. When both the length of Γ1 and the length of Γ2 are
even, one assume that i is odd and j is even. Let Γ3 be the even closed walk

(e, {v′
j , v

′
j−1}, . . . , {v′

2, v
′
1}, Γ1, {v1, v2}, . . . , {vi−1, vi})

and Γ4 the even closed walk

(e, {v′
j , v

′
j+1}, . . . , {v′

2t+1, v
′
1}, Γ2, {v1, v2s+1}, . . . , {vi+1, vi}).

Then, fΓ = gfΓ3 − hfΓ4 , where g = f
(+)
Γ4

/xe and h = f
(+)
Γ3

/xe. �
Corollary 5.15 Let G be a bipartite graph. Then, IG is generated by quadratic
binomials if and only if every cycle of G of length ≥ 6 has a chord.

Problems

5.7 Compute the toric ideal of the finite simple graph G on [6] with the edges

{1, 2}, {2, 3}, {1, 3}, {4, 5}, {5, 6}, {4, 6}, {3, 4}.

5.8 Let C the cycle of length 2n on [2n] and G the bipartite graph which is obtained
by adding the edge {1, n + 1} to C. Compute the toric ideal of G.
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5.9 Find the smallest integer d ≥ 1 such that there is a finite simple connected
graph on [d] whose toric ideal IG cannot be generated by quadratic binomials.

5.4 Normality and Unimodular Coverings of Edge Polytopes

Let G be a finite connected simple graph. We say that G satisfies the odd cycle
condition if, for any two odd cycles C1 and C2 of G with V (C1)∩V (C2) = ∅, there
is a bridge between C1 and C2.

Theorem 5.16 Let G be a finite connected simple graph on [d] with at least one odd
cycle and suppose that G satisfies the odd cycle condition. Then, the edge polytope
PG possesses the integer decomposition property.

Proof Let α ∈ nPG ∩Z
d . By virtue of Lemma 4.10, one can find a subgraph H of

G satisfying the conditions of Lemma 5.5 for which α ∈ nPH ∩Zd . Let H1, . . . , Hs

be the connected components of H and Ck a unique odd cycle of Hk for 1 ≤ k ≤ s.
We write α = ∑

e∈E(H) aeρ(e) with each ae ∈ R≥0 and with
∑

e∈E(H) ae = n.
Since

α =
∑

e∈E(H)

 ae"ρ(e) +
∑

e∈E(H)

(ae −  ae")ρ(e)

belongs to Z
d , it follows that

∑

e∈E(H)(ae −  ae")ρ(e) belongs to Z
d . Thus, if

i ∈ [d] with degH i = 1 and i ∈ e, then ae − ae" = 0 and ae ∈ Z≥0. Let H ′ denote
the subgraph of H obtained by removing all vertices i ∈ V (H) with degH i = 1
and all edges e ∈ E(H) with i ∈ e. Then,

∑

e∈E(H ′)(ae −  ae")ρ(e) ∈ Z
d . If

degH ′ i = 1 and if e = {i, j} ∈ E(H ′), then ae − ae" = 0. Thus, ae ∈ Z≥0. Hence,
repeated applications of such the technique guaranty that, for each edge e ∈ E(H)

which belongs to none of the cycles c1, . . . , cs , one has a(e) ∈ Z≥0. Thus

∑

e∈E(C1)∪···∪E(Cs)

(ae −  ae")ρ(e) ∈ Z
d .

Since V (Ck) ∩ V (C�) = ∅ for k �= �, it follows that

∑

e∈E(Ck)

(ae −  ae")ρ(e) ∈ Z
d

for 1 ≤ k ≤ s. Now, since Ck is an odd cycle, it follows that either  ae" = 0
for all e ∈ E(Ck) or  ae" = 1/2 for all e ∈ E(Ck). Suppose that  ae" =
1/2 for all e ∈ E(Ck) and  ae" = 1/2 for all e ∈ E(C�) with k �= �.
Let, say, V (Ck) = {1, 2, . . . , 2p − 1} and V (C�) = {2p, 2p + 1, . . . 2q}. Let
E(Ck) = {e1, e2, . . . , e2p−1} and E(C�) = {e2p, e2p+1, . . . , e2q}, where e1 =
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{1, 2}, e2 = {2, 3}, . . . , e2q−2 = {2q − 2, 2q − 1}, e2q−1 = {2q − 1, 1} and
where e2p = {2p, 2p + 1}, e2p+1 = {2p + 1, 2p + 2}, . . . , e2q−1 = {2q − 1, 2q},
e2q = {2q, 2p}. Since G satisfies the odd cycle condition, there is a bridge e′
between Ck and C�. Let, say, e′ = {1, 2q}. Then,

1

2

∑

e∈E(Ck)∪E(C�)

ρ(e) = ρ(e′) +
q−1
∑

j=1

ρ(e2j ).

Thus, each α ∈ nPG ∩ Z
d can be expresses in the form α = ∑

e∈E(G) aeρ(e) with
each ae ∈ Z≥0, as desired. �
Lemma 5.17 Let G be a finite connected simple graph on [d] with at least one odd
cycle. Let H be a connected spanning subgraph which possesses exactly one odd
cycle. Then, the subset F(H) = {ρ(e) : e ∈ E(H)} of PG ∩ Z

d is a fundamental
maximal simplex belonging to PG.

Proof It follows from Lemma 5.5 that F(H) is a maximal simplex belonging
to PG. Recall that A(PG) ⊂ Z

d+1 is the configuration whose column vectors
are those (ei + ej , 1)t with {i, j} ∈ E(G). We show that each ρ(e) with e ∈
E(G) belongs to ZA(F(H)). Let e = {i, j}. Since H is a connected spanning
subgraph of H and since H possesses an odd cycle, one can find an odd walk
Γ = (e1, e2, . . . , e2q−1) of H which connects i ∈ e1 with j ∈ e2q−1. Then ρ(e) =
∑2q−1

k=1 (−1)k+1ρ(ek), as desired. It then follows that ZA(F(H)) = ZA(PG). �
Lemma 5.18 Let 1 < s < t and G the finite simple graph on V (G) =
{1, 2, . . . , 2t} which consists of two odd cycles C and C′ with V (C) =
{1, 2, . . . , 2s − 1} and V (C′) = {2s, 2s + 1, . . . , 2t} together with the bridge
e′ = {1, 2t} between C and C′. Let α ∈ PG and write α = ∑

e∈E(G) aeρ(e) with
each 0 ≤ ae ∈ R and with

∑

e∈E(G) ae = 1. Then, one can assume that ae = 0 for
at least one edge e ∈ E(C) ∪ E(C′).

Proof Let E(C) = {e1, e2, . . . , e2s−1} and E(C′) = {e2s , e2s+1, . . . , e2t }, where
ei = {i, i + 1} for 1 ≤ i ≤ 2s − 2, e2s−1 = {2s − 1, 1}, e2s = {2t, 2s}, and
ej = {j −1, j} for 2s+1 ≤ j ≤ 2t . Let W = {1, 3, . . . , 2s−1, 2s, 2s+2, . . . , 2t}.
We then define δ ≥ 0 by setting

δ = min({ak : k ∈ W }.

Then, replacing aek
with aek

− δ if k ∈ W and with aek
+ δ if k /∈ W and replacing

ae′ with ae′ + 2δ in a given expression for α yields a required expression. �
Theorem 5.19 Let G be a finite connected simple graph on [d] with at least one
odd cycle and suppose that G satisfies the odd cycle condition. Let Ω denote the
set of those maximal simplices F(H) belonging to PG, where H is a connected
spanning subgraph of G with exactly one odd cycle and where F(H) = {ρ(e) : e ∈
E(H)} ⊂ PG ∩ Z

d . Then, Ω is a unimodular covering of PG.
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Proof Lemma 5.17 says that each F(H) ∈ Ω is fundamental. Thus, it is suffices
to show that PG = ∪F(H)∈ΩPH . Let α ∈ PG. By virtue of Lemma 4.10, one
can find a subgraph H ′ of G satisfying the conditions of Lemma 5.5 for which
α ∈ PH ′ ∩ Z

d . Let H ′
1, . . . , H

′
s denote the connected components of H ′ and Ck a

unique odd cycle of H ′
k for 1 ≤ k ≤ s. If s = 1, then F(H ′) ∈ Ω . Let s > 1. Let

α = ∑

e∈E(H ′) aeρ(e) with each ae ∈ R≥0 and with
∑

e∈E(H ′) ae = 1. By using
Lemma 5.18, in the above expression for α, one can replace one of the edges (say,
e′) belonging to either E(C1) or E(C2) with a bridge e(C1,C2) between C1 and C2.
Let H ′′ denote the subgraph of G obtained from H ′ by removing e′ ∈ E(H) and by
adding e(C1,C2). Then, H ′′ is a subgraph of G satisfying the conditions of Lemma 5.5
for which α ∈ PH ′ ∩ Z

d . Furthermore, the number of connected components of
H ′′ is s − 1. Now, the induction hypothesis guarantees that α ∈ ∪F(H)∈ΩPH , as
desired. �
Corollary 5.20 Let G be a finite connected simple graph on [d] with at least one
odd cycle. Then, the following conditions are equivalent:

(i) The edge polytope PG is normal;
(ii) The edge polytope PG possesses the integer decomposition property;

(iii) The edge polytope PG possesses a unimodular covering;
(iv) The finite graph G satisfies the odd cycle condition.

Proof First of all, (iii) ⇒ (i) and (ii) ⇒ (i) follow from Theorems 4.5 and 4.11.
Furthermore, (iv) ⇒ (ii) and (iv) ⇒ (iii) follow from Theorems 5.16 and 5.19.

To complete our proof, we must show (i) ⇒ (iv). Suppose that G fails to
satisfy the odd cycle condition. Choose two odd cycles C and C′ with no bridge.
Let E(C) = {{1, 2}, {2, 3}, . . . , {2s − 2, 2s − 1}, {2s − 1, 1}} and E(C′) =
{{2s, 2s + 1}, {2s + 1, 2s + 2}, . . . , {2t − 1, 2t}, {2t, 2s}}. Since G is connected
and since C is odd, one can find an odd walk

Γ = ({1, i1}, {i1, i2}, . . . , {i2p−1, i2p}, {i2p, 2t})

of G connecting 1 ∈ V (C) with 2t ∈ V (C′).
Again, recall that A(PG) ⊂ Z

d+1 is the configuration whose column vectors are
those (ei + ej , 1)t with {i, j} ∈ E(G). Let α = e1 + e2 + · · · + e2t . Since

α = 1

2

∑

e∈E(C)∪E(C′)
ρ(e),

one has α ∈ Q≥0A(PG). Furthermore, α = ∑t−1
j=1 ρ({2j, 2j + 1}) + β, where

β = ρ({1, i1}) +
2p−1
∑

k=1

(−1)kρ({ik, ik+1}) + ρ({i2p, 2t}).
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Fig. 5.1 A graph whose edge
polytope is the polytope in
Example 4.25.

Thus, α ∈ ZA(PG). Hence, α ∈ ZA(PG) ∩Q≥0A(PG). Since α �∈ Z≥0A(PG),
it follows that Z≥0A(PG) �= ZA(PG)∩Q≥0A(PG). Thus, PG cannot be normal,
as desired. �
Example 5.21 A normal polytope none of whose regular triangulation is unimodu-
lar given in Example 4.25 is the edge polytope of the graph in Figure 5.1. Hence,
the conditions in Corollary 5.20 are not equivalent to the existence of a regular
unimodular triangulation.

Recall that PG is called unimodular if every triangulation of PG is unimodular.
In order to classify unimodular edge polytopes, we characterize circuits of IG.

Proposition 5.22 Let G be a finite connected simple graph. A binomial f is a
circuit of IG if and only if there exists an even closed walk Γ with f = fΓ satisfying
one of the following:

(i) Γ is an even cycle of G;
(ii) Γ = (C1, C2), where each of C1 and C2 is an odd cycle of G having exactly

one common vertex;
(iii) Γ = (C1, ei1 , . . . , eir , C2, eir , . . . , ei1), where each of C1 and C2 is an odd

cycle of G and where (ei1 , . . . , eir ) is a path of G which combines j ∈ V (C1)

with j ′ ∈ V (C2) satisfying that V (C1) ∩ V (C2) = ∅, V ({ei1 , . . . , eir }) ∩
V (C1) = {j}, and V ({ei1 , . . . , eir }) ∩ V (C2) = {j ′}.

Proof Suppose that f is a circuit of IG. Since any circuit is primitive, there
exists an even closed walk Γ with f = fΓ satisfying one of the conditions in
Proposition 5.11. If Γ satisfies none of (i), (ii), and (iii) above, then Γ is of the form
Γ = (C1, Γ1, C2, Γ2) satisfying the condition (iii) in Proposition 5.11 and does not
satisfy the condition (iii) above. It then follows that there exists an even closed walk
Γ ′ = (C1, ei1 , . . . , eir , C2, eir , . . . , ei1) satisfying condition (iii) above such that
var(fΓ ′) � var(fΓ ), which is a contradiction.

Let Γ be an even closed walk satisfying one of (i), (ii), and (iii) above. By
Lemma 4.30, fΓ is irreducible. Let H be the subgraph of G with the edge set E(Γ )

and H ′ a proper subgraph of H . Then, each connected component of H ′ has at
most one cycle and has no even cycle. Hence, there exists no even closed walk Γ ′
satisfying one of the conditions above such that var(fΓ ′) � var(fΓ ). Thus, fΓ is
a circuit of IG. �
Proposition 5.23 Let G be a finite connected simple graph. Then, PG is unimod-
ular if and only if, any two odd cycles of G have at least one common vertex.
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Proof Let Γ be an even closed walk satisfying one of the conditions in Proposi-
tion 5.22. Then, fΓ is squarefree if and only if Γ satisfies either (i) or (ii). Thus,
by Theorem 4.35, PG is unimodular if and only if G has no even closed walks of
type (iii) in Proposition 5.22. Since G is connected, this condition holds if and only
if any two odd cycles of G have at least one common vertex. �
Theorem 5.24 Let G be a finite connected simple bipartite graph. Then,

(i) The edge polytope PG is unimodular and in particular normal;
(ii) The edge polytope PG possesses the integer decomposition property.

Proof Since G has no odd cycles, (i) follows from Proposition 5.23. Now, we show
that PG possesses the integer decomposition property. Let α ∈ nPG ∩ Z

d , where
[d] is the vertex set of G. By using Lemma 4.10 together with Lemma 5.6, one can
find a spanning tree H of G with α ∈ nPH ∩ Z

d . Let α = ∑

e∈E(H) aeρ(e) with
each 0 ≤ ae ∈ R and with

∑

e∈E(H) ae = 1. Since H is a tree, there is a vertex
i ∈ V (H) with degH i = 1 (Problem 5.10). We then employ the technique which
appear in the proof of Theorem 5.16. If e = {i, j} ∈ E(H) with degH i = 1, then
the subgraph H ′ which is obtained by removing e is again a tree. It then follows that
ae ∈ Z≥0, as desired. �
Corollary 5.25 Let G be a finite connected simple graph and suppose that the toric
ideal IG is generated by quadratic binomials, then the edge polytope PG is normal.

Proof If G has at least one odd cycle and if IG is generated by quadratic binomials,
then Theorem 5.14 guarantees that G satisfies the odd cycle condition. It then
follows from Corollary 5.20 that PG is normal. If G is bipartite, then Theorem 5.24
says that PG is normal. �

Finally, Hochster [115] says that every normal toric ring is Cohen–Macaulay. It
then follows that

Corollary 5.26 Let G be a finite simple connected graph and suppose that G

satisfies the odd cycle condition. Then, the edge ring K[G] is Cohen–Macaulay.
In particular, the edge ring of every bipartite graph is Cohen–Macaulay.

Problems

5.10 Show that every tree possesses a vertex of degree one.

5.11 Find the smallest integer d ≥ 1 such that there is a finite simple connected
graph on [d] whose edge polytope PG is not normal.

5.12 Find a unimodular covering of the edge polytope of the complete graph on
[5].
5.13 Find a unimodular triangulation of the edge polytope of the complete bipartite
graph on [5] = V ∪ V ′ with |V | = 2 and |V ′| = 3.
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5.14 Let G be the bipartite graph on [5] with edges

{1, 2}, {2, 3}, {3, 4}, {1, 4}, {1, 5}.

Compute the normalized Ehrhart function of the edge polytope PG.

5.5 Koszul Bipartite Graphs

It would, of course, be of interest to classify the finite simple graphs G for which
the toric ideal IG possesses a Gröbner basis consisting of quadratic binomials.
However, to find the complete classification is presumably hopeless. On the other
hand, Theorem 5.27 below says that, for a bipartite graph G, its toric ideal IG

possesses a Gröbner basis consisting of quadratic binomials if and only if IG is
generated by quadratic binomials.

Theorem 5.27 Let G be a finite connected simple bipartite graph. Then, the
following conditions are equivalent:

(i) Every cycle of length ≥ 6 has a chord;
(ii) The toric ideal IG possesses a Gröbner basis consisting of quadratic binomi-

als;
(iii) The edge ring K[G] is Koszul;
(iv) The toric ideal IG is generated by quadratic binomials.

Proof It follows from Theorem 2.28 and Proposition 2.23 that (ii) ⇒ (iii) ⇒ (iv).
Furthermore, Corollary 5.15 says that (iv) ⇔ (i). Thus, (i) ⇒ (ii) remains to be
proved.

Let G be a bipartite graph on [d] with the partition [d] = U ∪ V . Let U =
{u1, . . . , us} and V = {v1, . . . , vt }. Let A = (aij )1≤i≤s,1≤j≤t be the incidence
matrix of G. In other words, the rows of A are indexed by U and the columns of A

are indexed by V such that aij = 1 if {ui, vj } ∈ E(G) and aij = 0 if {ui, vj } �∈
E(G). In general, given integer vectors a = (a1, . . . , aq) and b = (b1, . . . , bq), we
introduce the order ≺ defined by setting a ≺ b if the rightmost nonzero component
of the vector a − b is negative. Let δA = (δ2, δ3, . . . , δs+t ) with δk = ∑

i+j=k aij .
Let a1, . . . , as denote the rows of A. Suppose that i1 < i2 and ai2 ≺ ai1 . Let
A′ denote the new matrix obtained by permuting the rows ai1 and ai2 of A. Then,
δA ≺ δA′ . Hence, repeating permutations of rows and columns of A yields the matrix
A′′ which maximizes δA′′ . One can then assume that the rows and the columns of A

are simultaneously arranged in the order ≺. Suppose that A has a submatrix

(

ai1j1 ai1j2

ai2j1 ai2j2

)

=
(

1 1
1 0

)

= B
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with i1 < i2 and j1 < j2. Since ai1 $ ai2 , there exists an index j3 > j2 for which
(ai1j3 , ai2j3) = (0, 1) and ai1k = ai2k for all k > j3. Similarly, there exists an index
i3 > i2 for which (ai3j1, ai3j2) = (0, 1) and a�j1 = a�j2 for all � > i3. If ai3j3 = 1,
then A has the submatrix

⎛

⎝

ai1j1 ai1j2 ai1j3

ai2j1 ai2j2 ai2j3

ai3j1 ai3j2 ai3j3

⎞

⎠ =
⎛

⎝

1 1 0
1 0 1
0 1 1

⎞

⎠ .

This submatrix represents the cycle of G of length 6 with no chord, which
contradicts the condition (i). Hence, ai3j3 = 0. Thus,

⎛

⎝

ai1j1 ai1j2 ai1j3

ai2j1 ai2j2 ai2j3

ai3j1 ai3j2 ai3j3

⎞

⎠ =
⎛

⎝

1 1 0
1 0 1
0 1 0

⎞

⎠ .

Since ai2 ≺ ai3 , there exists an index j4 > j3 for which (ai2j4, ai3j4) = (0, 1)

and ai2k = ai3k for all k > j4. Similarly, there exists an index i4 > i3 for which
(ai4j2 , ai4j3) = (0, 1) and a�j2 = a�j3 for all � > i4. If ai4j4 = 1, then A has the
submatrix

⎛

⎜

⎜

⎝

ai1j1 ai1j2 ai1j3 ai1j4

ai2j1 ai2j2 ai2j3 ai2j4

ai3j1 ai3j2 ai3j3 ai3j4

ai4j1 ai4j2 ai4j3 ai4j4

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

1 1 0 0
1 0 1 0
0 1 0 1
0 0 1 1

⎞

⎟

⎟

⎠

This submatrix represents the cycle of G of length 8 with no chord, which
contradicts the condition (i). Repeating this argument guarantees that B cannot be a
submatrix of A.

Now, we employ the reverse lexicographic order <rev on S = K[{xe : e ∈
E(G)}] induced by the ordering

{u1, v1} < {u1, v2} < . . . < {u1, vt } < {u2, v1} < {u2, v2} < . . . < {u2, vt }
< . . . < {us, v1} < {us, v2} < . . . < {us, vt }

of edges of G. Every cycle C of G of length 4 appears in A as the submatrix

(

1 1
1 1

)

with the initial part

(

1
1

)

.
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Let C1, . . . , Cm denote the cycles of G of length 4. Since (iv) ⇔ (i), the toric ideal
IG is generated by the binomials fC1 , . . . , fCm . In order to show that {fC1 , . . . , fCm}
is a Gröbner basis of IG with respect to <rev, Buchberger criterion (Theorem 1.29)
can be applied. Let S(fCi

, fCj
) denote the S-polynomial of fCi

and fCj
. If the

initial monomial in<rev(fCi
) of fi and in<rev(fCj

) of fj are relatively prime, then
S(fCi

, fCj
) reduces to 0 with respect to fC1 , . . . , fCm . Suppose that in<rev(fCi

) and
in<rev(fCj

) of fj are not relatively prime.
Let |E(Ci) ∩ E(Cj )| = 2, say, Ci = (e1, e2, e3, e4) and Cj = (e1, e2, e5, e6)

with e2 < e1 < e3 < e4 and e2 < e1 < e5 < e6. Then, S(fCi
, fCj

) = x2fC , where
C = (e4, e3, e5, e6) is a cycle of G of length 4. Hence, S(fCi

, fCj
) reduces to 0

with respect to fC .
Let |E(Ci) ∩ E(Cj )| = 1, say, Ci = (e2, e3, e4, e1) and Cj = (e5, e6, e7, e1)

with e4 < e1 < e3 < e2 and e7 < e1 < e6 < e5. Then, S(fCi
, fCj

) = fΓ , where
Γ = (e2, e3, e4, e7, e6, e5) is a cycle of G of length 6. Then, Γ appears in A as one
of the following submatrices:

⎛

⎝

∗ 1 1
1 ∗ 1
1 1 x

⎞

⎠ ,

⎛

⎝

∗ 1 1
1 1 x

1 ∗ 1

⎞

⎠ ,

⎛

⎝

1 ∗ 1
∗ 1 1
1 1 x

⎞

⎠

⎛

⎝

1 ∗ 1
1 1 x

∗ 1 1

⎞

⎠ ,

⎛

⎝

1 1 ∗
∗ 1 1
1 x 1

⎞

⎠ ,

⎛

⎝

1 1 ∗
1 x 1
∗ 1 1

⎞

⎠

Each of the above six matrices contains the submatrix

F =
(

1 1
1 a

)

.

Since B cannot be a submatrix of A, it follows that a = 1 and Γ has a chord. Let
C′ denote the cycle of G of length 4 which F represents. Then, in<rev(fC′) divides
in<rev(fΓ ) and

fΓ − in<rev(fΓ )

in<rev(fC′)
fC′ = xefC′′ ,

where e ∈ E(Γ ) and C′′ is a cycle of length 4 of the induced subgraph GE(Γ ).
Hence, fΓ reduces to 0 with respect to fC′ and fC′′ , as desired. �
Example 5.28 Let G be a graph in Figure 5.2. Then, the toric ideal IG is generated
by quadratic binomials and coincides with the ideal given in Example 1.18.
Moreover, as stated in Example 2.29, K[G] is not Koszul. Hence, conditions (iii)
and (iv) in Theorem 5.27 are not equivalent for nonbipartite graphs. Note that the
edge polytope PG is unimodular by Proposition 5.23.
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Fig. 5.2 A graph whose toric
ideal is the ideal in
Example 1.18.

Problems

5.15 Classify all non-Koszul bipartite graphs, up to isomorphic, with at most 8
vertices.

Notes

Early references on the toric ideal of an edge polytope are [190, 213]. In particular,
Villarreal [213] found a correspondence between generators of the toric ideals
of the edge polytopes and even closed walks of the graphs, see Lemma 5.9. A
characterization of simplices of edge polytopes in terms of graphs appeared in De
Loera–Sturmfels–Thomas [51], see Lemma 5.5. These results are introduced in the
lecture note [202, Chapter 9]. Inspired by such results, the systematic study on the
edge polytope and toric ideal of a finite simple graph originated by Ohsugi–Hibi
[157, 159].

Ohsugi–Hibi [157] proved that the following three conditions are equivalent: (i)
the edge polytope of a graph is normal; (ii) it has a unimodular covering; and (iii) the
graph satisfies the odd cycle condition, see Corollary 5.20. Simis–Vasconcelos–
Villarreal [191] showed (i) ⇔ (iii) independently. Note that the odd cycle condition
appeared in a classical paper [77] in graph theory. A normal edge polytope none of
whose regular triangulations is unimodular was given in [158], see Example 5.21.
Ohsugi [154] give a nontrivial infinite series of normal edge polytopes none of
whose regular triangulations is unimodular.

A combinatorial criterion for the toric ideal IG to be generated by quadratic
binomials appeared in the paper [159], see Theorem 5.14. In the paper [160], it was
shown that, for a bipartite graph G, its toric ideal IG has a Gröbner basis consisting
of quadratic binomials if and only if IG is generated by quadratic binomials, see
Theorem 5.27. A graph whose toric ideal is generated by quadratic binomials and
whose toric ring is not Koszul is given in [159, Example 2.1], see Example 5.28.
Hibi–Nishiyama–Ohsugi–Shikama [112] give a nontrivial infinite series of finite
graphs with the property that their toric ideals are generated by quadratic binomials
and possesses no quadratic Gröbner bases. It is known that the toric ideal of a graph
has a Gröbner basis consisting of quadratic binomials if the graph is (i) a complete
multipartite graph [161] (Example 9.27), and (ii) a gap-free graph [47].
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Important sets of binomials in the toric ideals of edge rings were studied by many
researchers. A characterization of circuits of the toric ideals of graphs was given in
[213, Proposition 4.2], see Proposition 5.22. Ohsugi–Hibi [168] characterize the
graphs whose toric ideals are generated by: (i) squarefree circuits, and (ii) circuits
having at least one squarefree monomial. There exist several classes of graphs
whose toric ideals satisfy this condition and whose toric rings are nonnormal. On
the other hand, a characterization of universal Gröbner bases was given in Tatakis–
Thoma [208]. Ohsugi–Hibi gave a necessary condition for a binomial to be primitive
(Lemma 5.11) in [159] and discussed indispensable binomials in [162]. Reyes–
Tatakis–Thoma [178] extended these results and characterized primitive binomials,
minimal generators, indispensable binomials, and fundamental binomials in graph
theoretical terms. Ogawa–Takemura–Hara [153] gave another characterization for
primitive binomials.

Other ring-theoretical properties of edge rings were studied in [163] (Goren-
stein), [81, 127, 209] (complete intersection), and [110] (strongly Koszul).

A graph-theoretical characterization of an edge of edge polytopes (Lemma 5.3)
was given in [165]. Using this fact, the combinatorial structure of edge polytopes
was discussed in [165] (simple edge polytopes), [111, 212] (number of edges), and
[109] (separating hyperplanes of edge polytopes).



Chapter 6
Join-Meet Ideals of Finite Lattices

Abstract One of the most natural classes of binomial ideals arising from com-
binatorics is the class of join-meet ideals of finite lattices. The purpose of the
present chapter is mainly to study Gröbner bases of join-meet ideals. In Section 6.1,
we collect fundamental definitions and basic results on classical lattice theory.
Especially, a complete proof of the characterization of distributive lattices due to
Dedekind is supplied. The algebraic theory of join-meet ideals, which originated in
the study on those ideals of finite distributive lattices, is introduced in Section 6.2.
The highlight is the fact that the join-meet ideal of a finite lattice is a prime ideal if
and only if the lattice is distributive. Furthermore, with respect to a certain reverse
lexicographic order, it is shown that the set of binomial generators of the join-meet
ideal of a finite lattice is a Gröbner basis of the ideal if and only if the lattice is
distributive. We then devote Section 6.3 to the discussion of join-meet ideals of
finite non-distributive modular lattices. Furthermore, in Section 6.4, join-meet ideals
of planar distributive lattices will be studied. Finally, in Section 6.5, via the theory of
canonical modules and the a-invariant, projective dimension together with regularity
of join-meet ideals will be discussed.

6.1 Review on Classical Lattice Theory

Recall from Chapter 1 that a partial order on a set P is a binary relation ≤ on P

such that, for all a, b, c belonging to P , one has:

• a ≤ a (reflexivity);
• a ≤ b and b ≤ a ⇒ a = b (antisymmetry);
• a ≤ b and b ≤ c ⇒ a ≤ c (transitivity).

A set P with a partial order is called a partially ordered set. In combinatorics, a
partially ordered set is often called a poset for short.

Every poset P studied in the present section is finite. A subset C ⊂ P is called a
chain of P if C is a totally ordered subset with respect to the induced order. In other
words, a chain is a subset C = {a1, a2, . . . , ak} of P with a1 < a2 < · · · < ak .
The length of a chain C is |C| − 1. Let rank(P ) denote the rank of P , which is the
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maximal length of a chain of P . A subset P ′ of a poset P is called a subposet if, for
a and b belonging to P ′, one has a < b in P ′ if and only a < b in P .

Let P and Q be finite posets. A map ϕ : P → Q is order-preserving if, for
a, b ∈ P with a ≤ b in P , one has ϕ(a) ≤ ϕ(b) in Q. We say that P is isomorphic
to Q if there exists a bijection ϕ : P → Q such that both ϕ and its inverse ϕ−1 are
order-preserving.

Let < be a partial order on a set P . Then, the dual partial order on P is the partial
order <∗ such that a < b if and only if b <∗ a for all a, b ∈ P . The set P with
the partial order <∗ is called the dual poset of P and is written as P ∗. One has
(P ∗)∗ = P .

A finite lattice is a finite poset L such that, for any two elements a and b

belonging to L, there is a unique greatest lower bound a ∧ b, called the meet of
a and b, and there is a unique least upper bound a ∨ b, called the join of a and b.
Thus, in particular a finite lattice possesses both a unique minimal element 0̂ and a
unique maximal element 1̂. A subposet L′ of a finite lattice L is called a sublattice
of L if L′ is a lattice and, for a, b ∈ L′, the meet of a and b in L′ coincides with
that in L and the join of a and b in L′ coincides with that in L. The dual poset L∗ of
a finite lattice is again a lattice, which will be called the dual lattice of L. It follows
that if c = a ∨ b and c′ = a ∧ b in L, then c = a ∧ b and c′ = a ∨ b in L∗.

Example 6.1

(a) Let Bn denote the set of all subsets of [n], ordered by inclusion. Then, Bn is a
lattice, called the boolean lattice of rank n.

(b) Let n > 0 be an integer and Dn the set of all divisors of n, ordered by divisibility.
Then, Dn is a lattice, called the divisor lattice of n. Thus, in particular a boolean
lattice is a divisor lattice.

Fig. 6.1 A boolean lattice
and a divisor lattice.

A finite lattice L is called distributive if, for all a, b, c belonging to L, one has:

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c),

a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c).

Every divisor lattice is a distributive lattice and, in particular, every boolean
lattice is a distributive lattice. Every sublattice of a finite distributive lattice is again
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a distributive lattice. The dual lattice of a distributive lattice is again a distributive
lattice.

Lemma 6.2 Let L be a finite lattice. Then, the following conditions are equiva-
lent:

(i) For all a, b, c ∈ L, one has a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c);
(ii) For all a, b, c ∈ L, one has a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c).

Proof We prove (i) ⇒ (ii). Then, since the dual lattice L∗ is distributive, the
converse (ii) ⇒ (i) also follows. Suppose (i) and a, b, c ∈ L. One has:

(a ∧ b) ∨ (a ∧ c) = ((a ∧ b) ∨ a) ∧ ((a ∧ b) ∨ c)

= a ∧ (c ∨ (a ∧ b))

= a ∧ ((c ∨ a) ∧ (c ∨ b))

= (a ∧ (c ∨ a)) ∧ (c ∨ b)

= a ∧ (b ∨ c),

as desired. �
Lemma 6.2 does guarantee that, for individual elements a, b, c ∈ L, neither

a ∨ (b∧ c) = (a ∨ b)∧ (a ∨ c) ⇒ a ∧ (b∨ c) = (a ∧ b)∨ (a ∧ c) nor a ∧ (b∨ c) =
(a ∧ b) ∨ (a ∧ c) ⇒ a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c). In fact,

Example 6.3 Let L = {0̂, a, b, c, 1̂} with 0̂ < a < c < 1̂ and 0̂ < b < 1̂. Then,
a∧(b∨c) = a = (a∧b)∨(a∧c). However, a∨(b∧c) = a and (a∨b)∧(a∨c) = c.
Furthermore, in L∗, one has a∨ (b∧ c) = a = (a∨b)∧ (a∨ c), but a∧ (b∨ c) = a

and (a ∧ b) ∨ (a ∧ c) = c.

Let P = {p1, . . . , pn} be a finite poset with a partial order ≤. A poset ideal of P

is a subset α of P with the property that, whenever a ∈ α and b ∈ P with b ≤ a,
one has b ∈ α. In particular, the empty set as well as P itself is a poset ideal. Let
J (P ) denote the set of poset ideals of P . If α and β are poset ideals of P , then
each of the sets α ∩ β and α ∪ β is again a poset ideal. It then follows that J (P ) is
a finite lattice ordered by inclusion.

Fig. 6.2 A poset and its
lattice of poset ideals.
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Furthermore, it follows easily that J (P ) is a distributive lattice whose rank is
equal to |P |. Now, Birkhoff’s fundamental structure theorem for finite distributive
lattices guarantees that the converse is true. In fact,

Theorem 6.4 (Birkhoff) Given a finite distributive lattice L, there is a unique finite
poset P such that L is isomorphic to J (P ).

Proof Let L be a finite distributive lattice. An element a ∈ L with a �= 0̂ is called
join-irreducible if, whenever a = b ∨ c with b, c ∈ L, one has either a = b or
a = c. Let P denote the subposet of L consisting of all join-irreducible elements
of L.

We claim that L is isomorphic to J (P ). To see why this is true, we define the
map ϕ : J (P ) → L by setting ϕ(α) = ∨

a∈α a, where α ∈ J (P ). In particular,
ϕ(∅) = 0̂. Clearly, ϕ is order-preserving. Since each element a ∈ L can be the join
of the join-irreducible elements b with b ≤ a in L, it follows that ϕ(α) = a, where
α is a poset ideal of P consisting of those b ∈ P with b ≤ a. Thus, ϕ is surjective.

The highlight of the proof is to show that ϕ is injective. Let α and β be poset
ideals of P with α �= β, say, β �⊂ α. Let b∗ be a maximal element of β with b∗ �∈ α.
We show ϕ(α) �= ϕ(β). Suppose, on the contrary, that ϕ(α) = ϕ(β). Thus,

∨

a∈α

a =
∨

b∈β

b. (6.1)

Since L is distributive, it follows that:

(
∨

a∈α

a) ∧ b∗ =
∨

a∈α

(a ∧ b∗).

Since a ∧ b∗ < b∗ and since b∗ is join-irreducible, it follows that (
∨

a∈α a) ∧ b∗ <

b∗. However, since b∗ ∈ β, one has:

(
∨

b∈β

b) ∧ b∗ =
∨

b∈β

(b ∧ b∗) = b∗.

This contradicts (6.1). Hence, ϕ is injective.
Now, the inverse map ϕ−1 is defined as follows: For each element c ∈ L, ϕ−1(c)

is the set of join-irreducible elements a ∈ L with a ≤ c. Clearly, ϕ−1(c) ∈ J (P )

and ϕ−1 is order-preserving. As a result, L is isomorphic to J (P ) with the bijective
order-preserving map ϕ, as desired.

Finally, since P is isomorphic to the subposet consisting of all join-irreducible
elements of the distributive lattice J (P ), it follows that, for two finite posets P and
Q, if J (P ) is isomorphic to J (Q), then P is isomorphic to Q. In other words,
the existence of a finite poset P such that L is isomorphic to J (P ) is unique. �
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A finite lattice L is called modular if the following condition is satisfied: If, for
all a, b, c belonging to L, one has:

a ≤ c ⇒ a ∨ (b ∧ c) = (a ∨ b) ∧ c.

Every distributive lattice is modular. In fact, if L is distributive, then a ∨ (b ∧ c) =
(a ∨ b) ∧ (a ∨ c) and a ∨ c = c since a ≤ c. Every sublattice of a finite modular
lattice is again a modular lattice.

The dual lattice L∗ of a modular lattice L is modular. In fact, if a ≤ c in L∗, then
c ≤ a in L. Thus, in L, one has c ∨ (b ∧ a) = (c ∨ b) ∧ a. Hence, in L∗, one has
c ∧ (b ∨ a) = (c ∧ b) ∨ a.

Example 6.5 Let G be a finite group and L(G) the poset consisting of all normal
subgroups of G, ordered by inclusion. Then, L(G) is a lattice. In fact, if H and H ′
are normal subgroups of G, then HH ′ and H ∩ H ′ are normal subgroups of G.
Thus, H ∨ H ′ = HH ′ and H ∧ H ′ = H ∩ H ′. It is not difficult to show that L(G)

is a modular lattice. Furthermore, L(G) is a distributive lattice if and only if G is a
cyclic group.

Example 6.6 Let Fq denote the q-element finite field and Vn(q) the vector space
of dimension n over Fq . Let Ln(q) denote the poset consisting of all subspaces of
Vn(q), ordered by inclusion. Then, Ln(q) is a lattice and is modular.

The pentagon lattice N5 is the simplest non-modular lattice. The diamond lattice
M5 is the simplest non-distributive modular lattice.

Lemma 6.7 Let L be a finite modular lattice and a, b, c ∈ L. Then,

(a ∧ (b ∨ c)) ∨ (b ∧ (c ∨ a)) = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a),

(a ∨ (b ∧ c)) ∧ (b ∨ (c ∧ a)) = (a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a).

Proof Since a ∧ (b ∨ c) ≤ a ≤ c ∨ a and since L is modular, it follows that:

(a ∧ (b ∨ c)) ∨ (b ∧ (c ∨ a)) = ((a ∧ (b ∨ c)) ∨ b) ∧ (c ∨ a)

= (b ∨ (a ∧ (b ∨ c))) ∧ (c ∨ a)

= (b ∨ a) ∧ (b ∨ c) ∧ (c ∨ a)

= (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a).

Since the dual lattice L∗ is modular, the second equality follows. �

Lemma 6.8 Let L be a finite modular lattice and a, b, c ∈ L. Let

e = (b ∧ c) ∨ (a ∧ (b ∨ c)),

f = (c ∧ a) ∨ (b ∧ (c ∨ a)),

g = (a ∧ b) ∨ (c ∧ (a ∨ b)).
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Then,

e ∧ f = f ∧ g = g ∧ e = (a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a), (6.2)

e ∨ f = f ∨ g = g ∨ e = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a). (6.3)

Proof It follows from Lemma 6.7 that

e ∨ f = ((b ∧ c) ∨ (a ∧ (b ∨ c))) ∨ ((c ∧ a) ∨ (b ∧ (c ∨ a)))

= (b ∧ c) ∨ (a ∧ (b ∨ c)) ∨ (b ∧ (c ∨ a)) ∨ (c ∧ a)

= (b ∧ c) ∨ ((a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a)) ∨ (c ∧ a)

Since each of b ∧ c and c ∧ a is less than or equal to each of a ∨ b, b ∨ c, c ∨ a,
the formula (6.3) follows. Furthermore, since L∗ is modular, the formula (6.2) also
follows. �
Lemma 6.9 In Lemma 6.8, if any two of the elements e, f, g are equal, then

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c), a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c).

Proof Let, say, e = f . Then, e ∧ f = e ∨ f . Hence,

(a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a) = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a).

Thus,

a ∧ ((a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a)) = a ∧ ((a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a)).

We show

a ∧ ((a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a)) = (a ∧ b) ∨ (a ∧ c), (6.4)

a ∧ ((a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a)) = a ∧ (b ∨ c). (6.5)

Since (a ∧ b) ∨ (c ∧ a) ≤ a and since L is modular, it follows that:

a ∧ ((a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a))

= (((a ∧ b) ∨ (c ∧ a)) ∨ (b ∧ c)) ∧ a

= ((a ∧ b) ∨ (c ∧ a)) ∨ ((b ∧ c) ∧ a)

= ((a ∧ b) ∨ (c ∧ a)) ∨ (a ∧ b ∧ c)

= (a ∧ b) ∨ (c ∧ a) = (a ∧ b) ∨ (a ∧ c).

Thus, (6.4) follows. Since a ≤ a ∨ b and a ≤ c ∨ a, the equality (6.5) follows.
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It follows from (6.4) and (6.5) that a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c). Since L∗ is
modular, a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) also follows. �
Theorem 6.10 (Dedekind)

(a) A finite lattice L is modular if and only if no sublattice of L is isomorphic to the
pentagon lattice N5.

(b) A modular lattice L is distributive if and only if no sublattice of L is isomorphic
to the diamond lattice M5.

(c) A finite lattice L is distributive if and only if any sublattice of L is isomorphic
to neither N5 nor M5.

Proof Since N5 is non-modular and M5 is non-distributive, the “only if” part of
each of (a) and (b) follows.

Let L be non-modular. Then, there exist a, b, and c belonging to L for which
a < c and a ∨ (b ∧ c) < (a ∨ b) ∧ c. Let

L′ = {b, a ∨ b, b ∧ c, a ∨ (b ∧ c), (a ∨ b) ∧ c}.

We claim that L′ is a sublattice of L which is isomorphic to N5. Clearly,

b ∧ c ≤ a ∨ (b ∧ c) < (a ∨ b) ∧ c ≤ a ∨ b.

and

(a ∨ (b ∧ c)) ∨ b = a ∨ b, ((a ∨ b) ∧ c) ∧ b = b ∧ c. (6.6)

Let b ∧ c = a ∨ (b ∧ c). Then, a ≤ b ∧ c. Hence, a ∨ (b ∧ c) = (a ∨ b) ∧ c, which
contradicts our hypothesis. Similarly, if (a ∨ b) ∧ c = a ∨ b, then a ∨ b ≤ c and,
again, a ∨ (b ∧ c) = (a ∨ b) ∧ c. As a result, one has:

b ∧ c < a ∨ (b ∧ c) < (a ∨ b) ∧ c < a ∨ b. (6.7)

It follows from (6.6) and (6.7) that b �∈ L′ \ {b}. Hence, L′ is isomorphic to N5.
Let a modular lattice L be non-distributive. By using Lemma 6.2, there exist

a, b, c ∈ L for which a ∧ (b ∨ c) �= (a ∧ b) ∨ (a ∧ c). Let e, f, g ∈ L be defined
as in Lemma 6.8. Then, e ∧ f = f ∧ g = g ∧ e and e ∨ f = f ∨ g = g ∨ e.
Furthermore, Lemma 6.9 guarantees that e �= f, f �= g, and g �= e. Hence, the
five-element sublattice L′ = {e ∧ f, e, f, g, e ∨ f } is isomorphic to M5.

Finally, (c) follows from (a) and (b). �
In general, we say that an element a of a finite poset P covers b ∈ P if b < a

and there is no c ∈ P with b < c < a. A finite lattice L is called semimodular if the
following condition is satisfied: If a and b belonging to L cover a ∧ b, then a ∨ b

covers both a and b.

Lemma 6.11 Every modular lattice is semimodular.
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Proof Let L be a modular lattice and a, b ∈ L. Suppose that both a and b cover
a ∧ b. If a ∨ b does not cover, say, a, then there is c ∈ L with a < c < a ∨ b.
Since L is modular and since a < c, one has a ∨ (b ∧ c) = (a ∨ b) ∧ c. However,
since b ∧ c = a ∧ b, one has a ∨ (b ∧ c) = a. In addition, (a ∨ b) ∧ c = c. Thus,
a ∨ (b ∧ c) < (a ∨ b) ∧ c, a contradiction. �

The centered hexagon lattice D2 is semimodular but not modular. Furthermore,
the dual lattice of D2 cannot be semimodular.

Since every non-modular semimodular lattice possesses the pentagon lattice N5
as a sublattice and since N5 cannot be semimodular, it follows that a sublattice of a
semimodular lattice might not be semimodular.

A rank function of a finite poset P is a map ρ : P → Z≥0 such that ρ(a) = 0 if
a is a minimal element of P and that ρ(a) = ρ(b)+1 if a covers b. A rank function
is unique if it exists. For example, the boolean lattice Bn of rank n possesses a
rank function ρ satisfying ρ(α) = |α| for each α ⊂ [n]. Furthermore, in general,
every finite distributive lattice L = J (P ) possesses a rank function ρ satisfying
ρ(α) = |α| for each poset ideal α ⊂ P .

A finite poset P is called pure if all maximal chains of P have the same length
(= rank(P )). If a, b ∈ P with a < b, then an interval [a, b] of P is the subposet of
P consisting of those c ∈ P with a ≤ c ≤ b. Every interval of a pure poset is pure.
Every interval of a finite lattice is again a lattice. Every interval of a distributive
(resp., modular, semimodular) lattice is distributive (resp., modular, semimodular).

Lemma 6.12 Every pure poset possesses a rank function.

Proof Let P be pure. Given a ∈ P , we write P≤a for the subposet {b ∈ P : b ≤ a}
of P . Since P is pure, it follows that P≤a is pure. Let ρ(a) = rank(P≤a). We claim
ρ is a rank function of P . Clearly, one has ρ(a) = 0 if a is a minimal element. Let
a, b ∈ P for which a covers b. Then, rank(P≤b) ≤ rank(P≤a) − 1. Since P≤a is
pure, there is a chain of P of the form a0 < a1 < · · · < ar−1 = b < a, where r =
rank(P≤a). Thus, rank(P≤b) ≥ rank(P≤a)−1. Hence, rank(P≤b) = rank(P≤a)−1.
In other words, one has ρ(a) = ρ(b) + 1. �
Lemma 6.13 Ever semimodular lattice is pure.

Proof Let L be a finite semimodular lattice. We show that L is pure by using
induction on rank(L). Let

0̂ < a1 < a2 < · · · < ak < 1̂, 0̂ < b1 < b2 < · · · < bk′ < 1̂

be maximal chains of L. We claim k = k′. Since both a1 and b1 cover 0̂, it follows
that a1 ∨ b1 covers both a1 and b1. Let � = rank([a1 ∨ b1, 1̂]). Each of the intervals
[a1, 1̂] and [b1, 1̂] is a modular lattice containing a1 ∨ b1 whose rank is less than
rank(L). Hence, each of [a1, 1̂] and [b1, 1̂] is pure of rank � + 1. Thus, one has
k = k′ = � + 2, as desired. �
Theorem 6.14 A finite lattice L is modular if and only if L possesses a rank
function satisfying
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ρ(a) + ρ(b) = ρ(a ∧ b) + ρ(a ∨ b) for all a, b ∈ L (6.8)

Proof Let L be a finite modular lattice and ρ its rank function. By using induction
on rank(L), we show that ρ satisfies (6.8). Let a, b ∈ L with ρ(a) + ρ(b) �= ρ(a ∧
b) + ρ(a ∨ b). Since every interval of a modular lattice is modular, one can assume
that a ∧ b = 0̂ and a ∨ b = 1̂. In particular, ρ(a ∧ b) = 0. Let, say, ρ(a) + ρ(b) <

ρ(1̂). Since L is pure, there is c ∈ L with a < c for which ρ(c) + ρ(b) = ρ(1̂).
Since a < c and since L is modular, it follows that a ∨ (b ∧ c) = (a ∨ b)∧ c. Since
a ∨ b = 1̂, one has (a ∨ b) ∧ c = c. Thus, a ∨ (b ∧ c) = c. Hence, b ∧ c �= 0̂.
Since rank([b ∧ c, 1̂]) < rank(L) and since [b ∧ c, 1̂] is modular, it follows that
ρ(c) + ρ(b) = ρ(b ∧ c) + ρ(1̂) > ρ(1̂). This contradicts ρ(c) + ρ(b) = ρ(1̂).

Suppose that a finite lattice L is pure and its rank function satisfies (6.8). Let
a, b, c ∈ L with a ≤ c. In general, one has a ∨ (b ∧ c) ≤ (a ∨ b) ∧ c. Now,

ρ(a ∨ (b ∧ c)) = ρ(a) + ρ(b ∧ c) − ρ(a ∧ b ∧ c)

= ρ(a) + ρ(b) + ρ(c) − ρ(b ∨ c) − ρ(a ∧ b ∧ c)

= ρ(a) + ρ(b) + ρ(c) − ρ(b ∨ c) − ρ(a ∧ b),

ρ((a ∨ b) ∧ c) = ρ(a ∨ b) + ρ(c) − ρ(a ∨ b ∨ c)

= ρ(a) + ρ(b) − ρ(a ∧ b) + ρ(c) − ρ(a ∨ b ∨ c)

= ρ(a) + ρ(b) − ρ(a ∧ b) + ρ(c) − ρ(b ∨ c).

Hence, a ∨ (b ∧ c) = (a ∨ b) ∧ c, as required. �

Problems

6.1 Let 1 < p1 < p2 < · · · < ps be prime numbers and n = p1p2 · · ·ps . Show
that the boolean lattice of rank s is isomorphic to the divisor lattice of n.

6.2

(a) Show that every divisor lattice is distributive.
(b) Find a distributive lattice which is isomorphic to no divisor lattice.
(c) Is every sublattice of a boolean lattice again a boolean lattice?
(d) Is every sublattice of a divisor lattice again a divisor lattice?

6.3 Let P = {a, b, c, d, e} be a finite poset with b < d, b < e, c < d, c < e. Find
the distributive lattice J (P ).

6.4

(a) Find a finite poset P with J (P ) = B4.
(b) Find a finite poset P with J (P ) = D24.
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6.5 Let G be a finite group and L(G) the finite lattice consisting of all normal
subgroups of G, ordered by inclusion.

(i) Show that L(G) is a modular lattice.
(ii) Show that if L(G) is a distributive lattice, then G is abelian.

(iii) Using (ii) show that L(G) is a distributive lattice, if and only if G is a cyclic
group.

6.6 Let L be a finite lattice. An element a ∈ L is called an atom if a covers 0̂,
i.e., 0̂ < a and 0̂ < b < a for no b ∈ L. A finite lattice L is called atomic if
every element is a join of atoms. A geometric lattice is a finite semimodular atomic
lattice.

(i) Show that every boolean lattice is a geometric lattice.
(ii) Show that the finite lattice Ln(q) of Example 6.6 is a geometric lattice.

(iii) Show that a finite distributive L lattice is atomic if and only if L is boolean.

6.7

(a) Find a rank function of a boolean lattice.
(b) Find a rank function of Ln(q).
(c) Find a rank function of a distributive lattice.

6.2 Gröbner Bases of Join-Meet Ideals

Let L be a finite lattice and K be a field. Let K[L] = K[{xa : a ∈ L}] denote the
polynomial ring in |L| variables over K . Given a and b belonging to L, we introduce
the binomial ideal fa,b ∈ K[L] by setting:

fa,b = xaxb − xa∧bxa∨b.

In particular, fa,b = 0 if and only if a and b are comparable in L. The join-meet
ideal of L is the ideal IL ⊂ K[L] which is generated by those binomials fa,b with
a, b ∈ L.

Example 6.15 The join-meet ideal of the pentagon lattice N5 of Figure 6.3 is
generated by fa,b = xaxb − x0̂x1̂ and fc,b = xcxb − x0̂x1̂. The join-meet ideal
of the diamond lattice M5 of Figure 6.4 is generated by fa,b = xaxb − x0̂x1̂,
fb,c = xbxc − x0̂x1̂, and fc,a = xcxa − x0̂x1̂.

A monomial order < on K[L] is called compatible if, for all a, b ∈ L for which
a and b are incomparable, one has in<fa,b = xaxb.

Example 6.16 Let < be a total order on the variables of K[L] with the property
that one has xa < xb if a < b in L. In combinatorics, such a total order is called
a linear extension of L. Let <rev denote the reverse lexicographic order induced by



6.2 Gröbner Bases of Join-Meet Ideals 151

the ordering <. It then follows that <rev is a compatible monomial order on K[L].
We call <rev a rank reverse lexicographic order on K[L].
Theorem 6.17 Let L be a finite lattice and fix a compatible monomial order < on
K[L]. Let GL denote the set of binomials fa,b ∈ IL for which a and b belonging to
L are incomparable. Then, the following conditions are equivalent:

(i) GL is a Gröbner basis of IL with respect to <.
(ii) L is a distributive lattice.

Proof Suppose that a finite lattice L is not a distributive lattice. By virtue of
Theorem 6.10, it follows that L contains either the pentagon lattice N5 or the
diamond lattice M5. Work with the same notation a, b, and c as in Figures 6.3
and 6.4. It then follows from Example 6.15 that the initial monomial of the S-
polynomial S(fa,b, fb,c) ∈ IL is of the form xexf xg , where {e, f, g} is a chain
of L of length 2. Thus, none of the monomials xexf , xf xg, xgxe can belong to the
monomial ideal ({in<(f ) : f ∈ GL}). Hence, GL cannot be a Gröbner basis of IL

with respect to <.
Now, suppose that L is a distributive lattice. We claim that Buchberger’s criterion

guarantees that GL is a Gröbner basis of IL with respect to <. Let a, b, c ∈ L with
b �= c, where a and b are incomparable in L and a and c are incomparable in L.
Then,

S(fa,b, fa,c) = xcfa,b − xbfa,c

= xb(xa∧cxa∨c) − xc(xa∧bxa∨b)

= (fb,a∧c + xa∧b∧cxb∨(a∧c))xa∨c − (fc,a∧b + xa∧b∧cxc∨(a∧b))xa∨b

= xa∨cfb,a∧c − xa∨bfc,a∧b + xa∧b∧c(xb∨(a∧c)xa∨c − xc∨(a∧b)xa∨b)

Furthermore,

xb∨(a∧c)xa∨c − xc∨(a∧b)xa∨b

= (fb∨(a∧c),a∨c + x(b∨(a∧c))∧(a∨c)x(b∨(a∧c))∨(a∨c))

−(fc∨(a∧b),a∨b + x(c∨(a∧b))∧(a∨b)x(c∨(a∧b))∨(a∨b)).

Now,

x(b∨(a∧c))∧(a∨c)x(b∨(a∧c))∨(a∨c) − x(c∨(a∧b))∧(a∨b)x(c∨(a∧b))∨(a∨b)

= x(b∨(a∧c))∧(a∨c)xa∨b∨c − x(c∨(a∧b))∧(a∨b)xa∨b∨c

= xa∨b∨c(x(b∨(a∧c))∧(a∨c) − x(c∨(a∧b))∧(a∨b)).

Since L is distributive, it follows that

(b ∨ (a ∧ c)) ∧ (a ∨ c) = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a) = (c ∨ (a ∧ b)) ∧ (a ∨ b).
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Hence, the binomial

xb∨(a∧c)xa∨c − xc∨(a∧b)xa∨b

reduces to 0. Thus, S(fa,b, fa,c) reduces to 0, as desired. �
Let P = {p1, . . . , pn} be a finite poset and L = J (P ) the finite distributive

lattice which consists of all poset ideals of P , ordered by inclusion. Let S =
K[x1, . . . , xn, t] the polynomial ring in n+1 variables over a field K with deg t = 1.
Given a poset ideal α ⊂ P , we introduce the monomial uα ∈ S by setting:

uα = (
∏

pi∈α

xi)t.

In particular, u∅ = t and uP = x1x2 · · · xnt . Let RK [L] ⊂ S denote the toric ring
which is generated by those monomials uα with α ∈ J (P ). We then define the
surjective ring homomorphism π : K[L] → RK [L] by setting π(xα) = uα for all
α ∈ L = J (P ). Let Ker(π) denote the kernel of π .

Lemma 6.18 One has IL ⊂ Ker(π).

Proof Let α, β ∈ L = J (P ). Then, α ∧ β = α ∩ β and α ∨ β = α ∪ β. Thus,

uα∧βuα∨β = (
∏

pi∈α∩β

xi)(
∏

pi∈α∪β

xi)t
2

= (
∏

pi∈α

xi)(
∏

pi∈β

xi)t
2

= uαuβ.

Thus, π(xαxβ) = π(xα∧βxα∨β). Hence, IL ⊂ Ker(π), as required. �
Theorem 6.19 The set GL of binomials is a Gröbner basis of Ker(π) with respect
to a compatible monomial order <.

Proof A basic technique by using Theorem 1.19 can be applied. Let in<(GL) denote
the set of initial monomials in<(fα,β) with fα,β ∈ GL. Thus, in<(GL) consists of
those quadratic monomials xαxβ with α, β ∈ L such that α and β are incomparable
in L. Let in<(Ker(π)) denote the initial ideal of Ker(π) with respect to <. It then
follows from Lemma 6.18 that (in<(GL)) ⊂ in<(Ker(π)).

Let B denote the set of those monomials w ∈ K[L] with w �∈ (in<(GL)) and
B′ that of those monomials w ∈ K[L] with w �∈ in<(Ker(π)). Theorem 1.19
guarantees that B′ is a K-basis of RK [L] = K[L]/ Ker(π). Since B′ ⊂ B, in
order to show (in<(GL)) = in<(Ker(π)), it suffices to prove that B is linearly
independent in RK [L] = K[L]/ Ker(π).

Now, what we must prove is that, for w,w′ ∈ B with w �= w′, one has π(w) �=
π(w′). It follows that:
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w = xα1xα2 · · · xαp , w′ = xβ1xβ2 · · · xβq ,

where

α1 ≤ α2 ≤ · · · ≤ αp, β1 ≤ β2 ≤ · · · ≤ βq

in L. In order to show π(w) �= π(w′), one can assume that p = q and αi �= βj for
all i and j . Let α1 �⊂ β1. Then, there is pξ ∈ P for which pξ ∈ α1 and pξ �∈ β1.
Since each αi and βj is a poset ideal of P and since

α1 ⊂ α2 ⊂ · · · ⊂ αp, β1 ⊂ β2 ⊂ · · · ⊂ βq

as subsets of P , it follows that pξ ∈ αi for all 1 ≤ i ≤ p. Hence, x
p
ξ appears in

π(w). However, since pξ �∈ β1, the power r for which xr
ξ appears in π(w′) is at

most p − 1. Hence, π(w) �= π(w′), as desired. �
The proof of Theorem 6.19, which is based on Theorem 1.19, supplies a some-

what surprising proof of (ii) ⇒ (i) of Theorem 6.17 without using of Buchberger’s
criterion.

Since, in general, a Gröbner basis of an ideal is a set of generators of the ideal
(Corollary 1.16), it follows from Theorem 6.19 that:

Corollary 6.20 Let L be a finite distributive lattice. Then, the set GL of binomials
is a system of generators of Ker(π). In particular, IL = Ker(π).

Theorem 6.21 Given a finite lattice L, the following conditions are equivalent:

(i) IL is a prime ideal;
(ii) L is a distributive lattice.

Proof Since every toric ideal is a prime ideal, it follows from Corollary 6.20 that IL

is prime if L is distributive.
Let L be finite lattice which is not distributive. By virtue of Theorem 6.10,

that L contains either the pentagon lattice N5 or the diamond lattice M5. Work
with the same notation a, b, and c as in Figures 6.3 and 6.4. It then follows from
Example 6.15 that, even though xb �∈ IL and xa−xc �∈ IL, one has xb(xa−xc) ∈ IL.
Thus, IL cannot be a prime ideal. �

Fig. 6.3 The pentagon
lattice.
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Fig. 6.4 The diamond
lattice.

Problems

6.8 Compute the join-meet ideal of the centered hexagon lattice D2 of Figure 6.5.

Fig. 6.5 The centered
hexagon lattice.

6.9 Work with the same notation as in the paragraph just before Lemma 6.18. Let
P̂ = P ∪ {0̂, 1̂}, where 0̂ < pi < 1̂ for 1 ≤ i ≤ n. An order-reversion map on P̂ is
a map σ : P̂ → {0, 1, 2, . . .} for which σ(1̂) = 0 and σ(a) ≤ σ(b) if a > b in P̂ .
Let Ω(P̂ ) denote the set of order-preserving maps on P̂ . Given an order-reversion
map σ on P̂ , we introduce the monomial wσ ∈ S by setting:

wσ =
n
∏

i=1

x
σ(pi )
i tσ (0̂).

Show that the set of monomials {wσ : σ ∈ Ω(P̂ )} is a K-basis of RK [L].
6.10 By using the result of Problem 6.9, show that RK [L] is normal.

6.3 Join-Meet Ideals of Modular Non-distributive Lattices

We now turn to the problem of characterizing modular non-distributive lattices in
terms of initial ideals of join-meet ideals.

Lemma 6.22 Let L be a finite modular non-distributive lattice. Then, L possesses a
sublattice L′ = {x, a, b, c, y} which is isomorphic to the diamond lattice M5, where
x < a, b, c < y, for which ρ(y) − ρ(x) = 2, where ρ is the unique rank function
of L.
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Proof Since L is a modular non-distributive lattice, it follows from Theorem 6.10
that there exists a sublattice L1 = {x, a, b, c, y} of L with x < a, b, c < y which is
isomorphic to the diamond lattice M5. Suppose that ρ(y)−ρ(x) > 2. One can then
assume that there is e ∈ L with x < e < c < y. Clearly, a ∧ e = a ∧ c = x and
a∨e ≤ a∨c = y. If a∨e = y, then L possesses a sublattice {x, a, c, e, y} which is
isomorphic to the pentagon lattice N5. However, since L is modular, Theorem 6.10
says that L cannot possess a sublattice which is isomorphic to N5. Hence, a∨e < y.
Let f = a ∨ e and L2 the sublattice {x, a, b, f, y} of L. Then, b ∨ f = y. Again,
since L cannot possess a sublattice which is isomorphic to N5, one has b ∧ f > x.
Let g = b ∧ f . Let L3 be the sublattice {x, a, e, g, f }. One has a ∧ g = a ∧ e =
e ∧ g = x and, since L is modular with a ≤ f , it follows that:

a ∨ g = a ∨ (b ∧ f ) = (a ∨ b) ∧ f = f.

Furthermore, a ∧ e = f . If e ∨ g = f , then L3 is a sublattice of L which is
isomorphic to the diamond lattice M5 with ρ(f ) − ρ(x) < ρ(y) − ρ(x).

Let h = e ∨ g < f and L4 the sublattice {x, a, g, h, f } of L. Since a ≤ f , one
has:

a ∨ g = a ∨ (b ∧ f ) = (a ∨ b) ∧ f = f.

If a∧h = x, then L possesses a sublattice which is isomorphic to N5. Thus, a∧h >

x. Let k = a ∧ h and L5 the sublattice {x, e, g, k, h} of L. One has e ∧ g = e ∧ k =
g ∧ k = x. Again, since L is modular, it follows that:

e ∨ k = e ∨ (a ∧ h) = (e ∨ a) ∧ h = h,

g ∨ k = g ∨ (a ∧ h) = (g ∨ a) ∧ h

= (a ∨ (b ∧ f )) ∧ h = ((a ∨ b) ∧ f ) ∧ h = f ∧ h = h.

Hence, L5 is a sublattice of L which is isomorphic to the diamond lattice M5 with
ρ(h) − ρ(x) < ρ(y) − ρ(x).

Continuing these constructions yields a desired sublattice of L which is isomor-
phic to the diamond lattice M5. �
Theorem 6.23 Let L be a finite non-distributive modular lattice. Then, for an
arbitrary monomial order < on K[L], the initial ideal in<(IL) of the join-meet
ideal IL of L cannot be squarefree.

Proof Let L′ = {ξ, a, b, c, ζ } be a sublattice of L with ξ < a, b, c < ζ and with
ρ(ζ )−ρ(ξ) = 2 such that L′ is isomorphic to the diamond lattice M5 (Lemma 6.22).
Let a1, . . . , ak be the elements of L, where k ≥ 3, such that, for each 1 ≤ i < j ≤ k,
one has ai ∧aj = ξ and ai ∨aj = ζ . Hence, in K[L]/IL, one has xai

xaj
= xξxζ for

1 ≤ i < j ≤ k. Let < be an arbitrary monomial order on K[L] with xa1 < xa2 <

· · · < xak
.
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(First Step) Suppose that xξxζ < xai
xaj

for all 1 ≤ i < j ≤ k. Let a = ak and
f = xξx

2
axζ − x2

ξ x2
ζ . We claim f ∈ IL. In fact,

f = xa(xa(xξ xζ − xa1xa2) + xa2(xa1xa − xξxζ )) + xξxζ (xa2xa − xξxζ ).

Let in<(IL) be squarefree. Since f ∈ IL, one has xξxaxζ ∈ in<(IL). Thus, there
is a binomial h belonging to the reduced Gröbner basis of IL with respect to < for
which in<(h) divides xξxaxζ . Hence, there is a binomial g = xξxaxζ − u ∈ IL

with g �= 0, where u is a monomial of degree 3 with in<(g) = xξxaxζ .
Let g = ∑N

q=1 xbq gq , where gq = vq − wq with vq = xcq xc′q and wq =
xcq∧c′q xcq∨c′q . Let xb1v1 = xξxaxζ and xbq wq = xbq+1vq+1 for 1 ≤ q < N .
A crucial fact is that, for each variable xδ appearing in xbq gq , one has δ ∈ [ξ, ζ ].
We observe that if cq and c′q belong to [ξ, ζ ], then cq ∧ c′q and cq ∨ c′q belong
to [ξ, ζ ]. Since xb1v1 = xξxaxζ and xbq wq = xbq+1vq+1 for 1 ≤ q < N , the
observation guarantees that, for each variable xδ appearing in xbq gq , one has
δ ∈ [ξ, ζ ]. In particular, u = xqN

wN is a monomial consisting of those variables
xδ with δ ∈ [ξ, ζ ], say, u = x�xmxn. Since u = xbN

xcN∧c′N xcN∨c′N , it follows that
� = m = n cannot occur. Furthermore, since xbq wq = xbq+1vq+1 for 1 ≤ q < N ,
by using (6.8) one has:

ρ(ξ) + ρ(a) + ρ(ζ ) = ρ(�) + ρ(m) + ρ(n).

Since ρ(ζ ) − ρ(ξ) = 2, it follows that:

ρ(�) + ρ(m) + ρ(n) = 3ρ(ξ) + 3. (6.9)

Let ρ(�) ≥ ρ(m) ≥ ρ(n). We then claim that ρ(n) = ρ(ξ). Let ρ(n) > ρ(ξ).
Then, by using (6.9) one has ρ(�) = ρ(m) = ρ(n) = ρ(ξ) + 1. Hence,
each of �,m, n belongs to {a1, a2, . . . , ak}. It then follows that g = xξxaxζ −
xapxap′ xap′′ . Since � = m = n cannot occur, one has, say, p �= p′. Since
xξxζ < xai

xaj
for all 1 ≤ i < j ≤ k and since xp′′ ≤ xa , it follows

that xξxaxζ < xapxap′xap′′ , which contradicts in<(g) = xξxaxζ . This shows
ρ(n) = ρ(ξ).
Since ρ(n) = ρ(ξ), it follows from (6.9) that ρ(�) + ρ(m) = 2ρ(ξ) + 3. Since
ρ(ξ)+2 ≥ ρ(�) ≥ ρ(m) ≥ ρ(ξ), one has ρ(�) = ρ(ξ)+2 and ρ(m) = ρ(ξ)+1.
We then have g = xξxaxζ − xζ xai0

xξ with 1 ≤ i0 < k. Since ai0 < ak = a, it
follows that xξxaxζ < xζ xai0

xξ , which again contradicts in<(g) = xξxaxζ .
(Second Step) Suppose that there exist 1 ≤ i < j ≤ k with xξxζ > xai

xaj
.

Let xa′xa′′ be the smallest monomial with respect to < among those monomials
xai

xaj
with 1 ≤ i < j ≤ k. In particular, one has xξxζ > xa′xa′′ . We claim

x2
a′xa′′ − xa′x2

a′′ ∈ IL. In fact,

x2
a′xa′′ − xa′x2

a′′

= (xa′ − xa′′)(xa′xa′′ − xξxζ ) − xa′(xa′′′xa′′ − xξxζ ) + xa′′(xa′xa′′′ − xξxζ ),
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where a′′′ ∈ {a1, . . . , ak} \ {a′, a′′} is arbitrary. Let in<(IL) be squarefree. Then,
xa′xa′′ ∈ in<(IL). Hence, there is a binomial g = xa′xa′′ − x�xm ∈ IL with
in<(g) = xa′xa′′ . Since xξxζ > xa′xa′′ , one has x�xm �= xξxζ . It then follows
that x�xm = xai

xaj
for some 1 ≤ i < j ≤ k. However, the choice of xa′xa′′ says

that xai
xaj

> xa′xa′′ , which contradicts in<(g) = xa′xa′′ . �
Example 6.24 Let M5 = {ξ, a, b, c, ζ } be the diamond lattice with ξ < a, b, c <

ζ . Let <purelex denote the pure lexicographic order induced by the ordering xa >

xξ > xb > xc > xζ of the variables. Then, the reduced Gröbner basis of the
join-meet ideal IM5 with respect to <purelex consists of fa,b, fb,c, fc,a together with
x2
bxc − xbx

2
c .

Example 6.25 Let N5 = {ξ, a, b, c, ζ } be the pentagon lattice with ξ < a < b < ζ

and ξ < c < ζ , which is a non-modular lattice. We claim that, for an arbitrary
monomial order <, the initial ideal in<(IN5) is squarefree. Let I = IN5 = (f, g),
where f = xaxc − xξxζ and g = xbxc − xξxζ . Since the dual lattice N∗

5 is again
N5, the following three cases arises:

(i) xaxc < xbxc < xξxζ ,
(ii) xaxc < xξxζ < xbxc,

(iii) xξxζ < xaxc < xbxc.

In (i), the S-polynomial S(f, g) is f − g = −xbxc + xaxc. Since in<(S(f, g)) <

in<(f ) and in<(S(f, g)) < in<(g), the S-polynomial S(f, g) cannot reduce to 0
with respect to {f, g}. Let h = −S(f, g). Then, IN5 = (f, h). Since xξxζ and
xbxc are relatively prime, it follows that {f, h} is the reduced Gröbner basis of I . In
(ii), the initial monomials of f and g are relatively prime, it follows that {f, g} is a
Gröbner basis of I . In (iii), the S-polynomial S(f, g) is h = xaxξxζ −xbxξxζ . Since
xaxc < xbxc, one has xa < xb. Thus, in<(h) = xbxξxζ . Since S(g, h) = xξxζ f and
since the initial monomials of f and g are relatively prime, it follows that {f, g, h}
is a Gröbner basis of I with respect to <.

Recall from Problem 1.8 that if there is a monomial order < on K[L] such that
the initial ideal in<(IL) is squarefree, then IL is a radical ideal.

Example 6.26 Since the diamond lattice M5 = {ξ, a, b, c, ζ } with ξ < a, b, c <

ζ is a non-distributive modular lattice, it follows from Theorem 6.23 that, for
an arbitrary monomial order <, the initial ideal in<(IM5) cannot be squarefree.
However, IM5 is a radical ideal. In fact, the primary decomposition of IM5 is

IM5 = (xa − xc, xb − xc,−x2
c + xξxζ )

∩(xa, xb, xζ ) ∩ (xb, xc, xζ ) ∩ (xc, xa, xζ )

∩(xξ , xa, xb) ∩ (xξ , xb, xc) ∩ (xξ , xc, xa)

Each of the ideals appearing in the right-hand side of the above primary decompo-
sition of IM5 is a prime ideal. It then follows that IM5 is a radical ideal, as required.
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Example 6.27 Let L be the non-distributive modular lattice of Figure 6.6. We show
that the join-meet ideal IL of L is not radical.

Fig. 6.6 A non-radical
modular lattice.

In K[L]/IL, one has:

xax�xg(xd − xf )2 = xax�xgx
2
d − 2xax�xgxdxf + xax�xgx

2
f

= xax
2
gxhxd − xax

2
gxhxf − xaxgxf (xgxh − x�xf )

= xax
2
gxh(xd − xf ) − xaxgxf x�(xd − xf )

= xax
2
gxh(xd − xf ) − xax

2
� xc(xd − xf ).

Furthermore,

xaxh(xd − xf ) = xb(xdxe − xcxh) + (xf − xd)(xbxe − xaxh) − xb(xexf − xcxh)

and x�xc(xd − xf ) belong to IL. Hence,

(xax�xg(xd − xf ))2 = (xax�xg)((xax�xg)(xd − xf )2) ∈ IL.

It then follows that xax�xg(xd − xf ) ∈ √
IL. Now, with respect to the reverse

lexicographic order <rev induced by xa > xb > · · · > x� the reduced Gröbner basis
of IL consists of the binomials

xgxh − xdx�, xf xg − xcx�, xexg − xcx�, xexf − xcxh, xdxf − xcxh,

xbxf − xaxh, xdxe − xcxh, xbxe − xaxh, xbxc − xaxd,

xcxex� − xcxf x�, xcxdx� − xcxf x�, xcxexh − xcxf xh,

xaxexh − xaxf xh, xcxdxh − xcxf xh, xaxdxh − xaxf xh,

xcx
2
f x� − x2

c xhx�, xax
2
dx� − xaxcxhx�, xcx

2
f xh − x2

c x2
h, xax

2
f xh − xaxcx

2
h.
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Let IL = √
IL. Then, xax�xg(xd − xf ) ∈ IL. Hence, its initial monomial xax�xgxd

belongs to in<rev(IL). However, the initial monomial of none of the above binomials
divides xax�xgxd . Thus, xax�xgxd cannot belong to in<rev(IL). Hence, IL �= √

IL

and IL cannot be radical, as desired.

Problems

6.11

(a) Find all possible initial ideals of the join-meet ideal of M5, the diamond lattice.
(b) Find the universal Gröbner basis of the join-meet ideal of N5, the pentagon

lattice.

6.12 In Example 6.26, show that the ideal (xa −xc, xb −xc,−x2
c +xξxζ ) is a prime

ideal.

6.13 Let N = {ξ, a, b, c, d, ζ } be a non-modular lattice with ξ < a < b < ζ and
ξ < c < d < ζ . Is the join-meet ideal of N radical?

6.4 Join-Meet Ideals of Planar Distributive Lattices

A finite distributive lattice L = J (P ) is called planar if P can be decomposed
into a disjoint union

P = {p1, . . . , pn} ∪ {q1, . . . , qm} (6.10)

such that each of {p1, . . . , pn} and {q1, . . . , qm} is a chain of P with

p1 < · · · < pn, q1 < · · · < qm,

where n ≥ 0,m ≥ 0 and |P | = n + m.

Example 6.28 Let P be the finite poset of Figure 6.7. Then, P can be decomposed
into the disjoint union {p1, p2, p3} ∪ {q1, q2, q3, q4} with p1 < p2 < p3 and q1 <

q2 < q3 < q4. It turns out that, since q1 < p3 and p2 < q3, the finite distributive
lattice J (P ) coincides with the planar distributive lattice L of Figure 6.7.

A clutter of a finite poset P is a subset A of P for which any two elements
belonging to A are incomparable in P . Thus, in particular the empty set as well as a
single-element subset of P is a clutter of P .

Lemma 6.29 A finite distributive lattice L = J (P ) is planar if and only if P

possesses no three-element clutter.
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Fig. 6.7 A planar distributive
lattice.

Proof Let a finite distributive lattice L = J (P ) be planar and P = C ∪ C′ with
C ∩ C′, where each of C = {p1, . . . , pn} and C′ = {q1, . . . , qm} is a chain with
p1 < · · · < pn and q1 < · · · < qm. Let A be a subset of P with |A| = 3. One has
either |A ∩ C| ≥ 2 or |A ∩ C′| ≥ 2. Thus, A cannot be a clutter.

Now, suppose that P possesses no three-element clutter. Let a ∈ P be a maximal
element of P . By using induction on |P |, it follows that P \ {a} can be decomposed
into the disjoint union {p1, . . . , pn} ∪ {q1, . . . , qm} with p1 < · · · < pn and q1 <

· · · < qm, where |P | = n + m + 1. Let n ≥ 1 and m ≥ 1. Since P possesses no
three-element clutter, it follows that {pn, qm, a} cannot be a clutter of P .

If pn and qm are incomparable, then one has either pn < a or qm < a. Let, say,
pn < a. Then, {p1, . . . , pn, a} ∪ {q1, . . . , qm} is a desired decomposition of P .

If, say, pn < qm, then b < qm for all b ∈ P \ {a, qm}. Again, by using
induction on |P |, it follows that P \ {qm} can be decomposed into the disjoint union
{p′

1, . . . , p
′
n′ } ∪ {q ′

1, . . . , q
′
m′ } with p′

1 < · · · < p′
n′ and q ′

1 < · · · < q ′
m′ . Since a is a

maximal element of P , one has either p′
n′ = a or q ′

m′ = a. Let, say, p′
n′ = a. Then,

q ′
m′ < qm. Hence, {p′

1, . . . , p
′
n′ } ∪ {q ′

1, . . . , q
′
m′ , qm} is a desired decomposition of

P .
As a result, L = J (P ) is a planar distributive lattice. �

Corollary 6.30 A finite distributive lattice L is planar if and only if L possesses no
sublattice which is isomorphic to B3, the Boolean lattice of rank 3.

Proof If L = J (P ) is not planar, then P possesses a three-element clutter {a, b, c}.
Let I denote the smallest poset ideal containing a, b, and c. Let I ′ = I \ {a, b, c}.
Then, in J (P ), the interval [I ′, I ] is isomorphic to B3.

Suppose that L = J (P ) possesses a sublattice L′ which is isomorphic to B3.
Thus, L consists of 8 elements

α ∧ β ∧ γ, α, β, γ, α ∨ β, β ∨ γ, γ ∨ α, α ∨ β ∨ γ,
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where each of α, β, and γ is a poset ideal of P . Since, say, β ∨ γ < α ∨ β ∨ γ , one
has α �⊂ β ∪ γ . Let a ∈ α \ (β ∪ γ ), b ∈ β \ (γ ∪ α), and c ∈ γ \ (α ∪ β). If, say,
a < b, then a ∈ β, a contradiction. Thus, {a, b, c} must be a clutter of P . �

Let L = J (P ) be a finite planar distributive lattice and suppose that P possesses
a decomposition (6.10). Let Kn,m denote the complete bipartite graph on the vertex
set ({0}∪[n])∪({0}∪[m]). Given a poset ideal β of P , we write a(β) for the biggest
integer i with pi ∈ β and b(β) for the biggest integer j with qj ∈ β. Let e(β) denote
the edge {a(β), b(β)} of Kn,m and write G(P ) for the bipartite subgraph of Kn,m

consisting of those edges e(β) for which β is a poset ideal of P .

Example 6.31 The bipartite graph arising from the finite planar distributive lattice
L = J (P ) of Figure 6.7 is

Fig. 6.8 The bipartite graph
arising from a planar
distributive lattice.

Lemma 6.32 Every cycle of G(P ) of length ≥ 6 has a chord.

Proof Let C = (e1, e2, . . . , e2�) be a cycle of G(P ) of length 2� with � ≥ 3, where
each ei is an edge of G(P ). It then follows that there exist 1 ≤ k < k′ ≤ � with
ek = {i, j} and ek′ = {i′, j ′}, where i, i′ ∈ [n] and j, j ′ ∈ [m], such that i < i′ and
j > j ′. Since ek and ek′ are edges of G(P ), each of the subsets

β = {p1, . . . , pi} ∪ {q1, . . . , qj }, β ′ = {p1, . . . , pi′ } ∪ {q1, . . . , qj ′ }

of P is a poset ideal of P . Thus, in particular each of β ∩ β ′ and β ∪ β ′ is again a
poset ideal of P . Hence, e′′ = {i′, j} and e′′′ = {i, j ′} are edges of G(P ). Since C

is of length ≥ 6, it follows that either e′′ or e′′′ cannot be an edge belonging to C.
Hence, either e′′ or e′′′ can be a chord of C. �

Let T = K[t1, . . . , tn, s1, . . . , sm] be the polynomial ring in (n + m) variables
over a field K and K[G(P )] ⊂ T the toric ring of G(P ). Recall that K[G(P )] is
generated by those monomials tisj with i ∈ [n] and j ∈ [m] for which {i, j} is an
edge of G(P ). We define the ring homomorphism π : K[L] → K[G(P )] by setting
ψ(xβ) = ta(β)sb(β) for β ∈ J (P ).

Lemma 6.33 The ring homomorphism π is surjective.

Proof Let tisj ∈ K[G(P )]. Then, {i, j} is an edge of G(P ). Hence, there is a poset
ideal β of P with a(β) = i and b(β) = j . Thus, one has π(xβ) = tisj . �
Lemma 6.34 The kernel of π coincides with the join-meet ideal IL.
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Proof Lemma 6.32 says that every cycle of G(P ) of length ≥ 6 has a chord. It
then follows from Theorem 5.27 that the kernel of π is generated by those quadratic
binomials arising from cycles of G(P ) of length 4.

Let C = (e1, e2, e3, e4) be a cycle of G of length 4 with e1 = {i, j}, e2 =
{i′, j}, e3 = {i′, j ′}, e4 = {i, j ′}, where i, i′ ∈ [n] and j, j ′ ∈ [m] with i < i′ and
j < j ′. Let α1, α2, α3, α4 be poset ideals of P with e(αk) = ek for 1 ≤ k ≤ 4.
Then, α2 ∩ α4 = α1 and α2 ∪ α4 = α3. Hence, the binomial arising from C is equal
to xα2xα4 − xα1xα4 , which belongs to GL.

Let α, β ∈ L = J (P ) with e(α) = {i, j} and e(β) = {i′, j ′}, where i, i′ ∈ [n]
and j, j ′ ∈ [m], and where α and β are incomparable in L. One has, say, i < i′
and j > j ′. Then, the binomial fα,β = xαxβ − xα∧βxα∨β ∈ GL coincides with
the binomial arising from the cycle C = (e1, e2, e3, e4), where e1 = {i, j}, e2 =
{i′, j}, e3 = {i′, j ′}, e4 = {i, j ′}, of G of length 4.

Hence, the kernel of π coincides with the join-meet ideal IL, as desired. �
Theorem 6.35 Given a finite modular lattice L, the following conditions are
equivalent:

(i) L is a planar distributive lattice;
(ii) in<(IL) is squarefree with respect to an arbitrary pure lexicographic order;

(iii) in<(IL) is squarefree with respect to an arbitrary monomial order.

Proof ((i) ⇒ (iii)) Let L be a planar distributive lattice. It follows from Lemma 6.34
that IL can be identified with the toric ideal of a finite bipartite graph. By
Theorem 5.24, in<(IL) is squarefree with respect to an arbitrary monomial order.

((ii) ⇒ (i)) Theorem 6.23 guarantees that every finite non-distributive modular
lattice fails to satisfy the condition (ii). Thus, L must be a distributive lattice.

Let L be a finite non-planar distributive lattice. Corollary 6.30 says that L

possesses a sublattice L′ which is isomorphic to B3. Let a, b, c ∈ L and L′ consist
8 elements

ξ = a ∧ b ∧ c, a, b, c, e = a ∨ b, f = b ∨ c, g = c ∨ a, ζ = a ∨ b ∨ c.

Let <purelex denote the pure lexicographic order induced by the ordering of the
variables as follows:

• xa < xb < xc < xξ < xζ < xe < xg < xf ;
• xf < xh for all h ∈ L \ {ξ, a, b, c, e, f, g, ζ }.
It follows that the minimal system of monomial generators of the initial ideal
in<purelex(IB3) contains ξζ 2. Since <purelex is an elimination order, it follows from
Corollary 1.35 that the minimal system of monomial generators of in<purelex(IL)

must contain ξζ 2. Hence, in<purelex(IL) cannot be squarefree.
Finally, (iii) ⇒ (ii) is trivial. �
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Recall that the divisor lattice of an integer n ≥ 1 is the finite lattice Dn consisting
of all divisors of n ordered by divisibility. Every Boolean lattice is a divisor lattice.
Every divisor lattice is a distributive lattice.

Let, in general, L be a finite pure lattice with its rank function ρ. A cut edge of
L is a pair (a, b) of elements of L with ρ(b) = ρ(a) + 1 such that

|{c ∈ L : ρ(c) = ρ(a)}| = |{c ∈ L : ρ(c) = ρ(b)}| = 1.

Lemma 6.36 Let L be a planar distributive lattice with no cut edge. Then, L is the
divisor lattice D2·3r with r ≥ 1 if and only if no sublattice of L is isomorphic to the
lattice J (C4) of Figure 6.9.

Fig. 6.9 The cycle of length
4 and its distributive lattice.

Proof “Only If” follows easily. Now, “If” is proved. Let P be decomposed into a
disjoint union (6.10) with n ≥ m ≥ 1. What we must prove is that m = 1 and that
q1 and pi are incomparable in P for 1 ≤ i ≤ n. Let n ≥ m ≥ 2. Since L has no
cut edge, there is no element of P which is comparable with any other element of
P . In particular, p1 and q1 are incomparable in P . In order to prove the existence
of a sublattice of L which is isomorphic to J (C4), we must show that there exist
1 ≤ i < m and 1 ≤ j < n such that pi and qj are incomparable in P and that pi+1
and qj+1 are incomparable in P .

If p2 and q2 are incomparable in P , then we are done. Suppose that, say, p2 > q2
and write j0 ≥ 2 for the biggest integer with p2 > qj0 . If j0 = m, then p2 is
comparable with any other element of P . Thus, j0 < m. Then, p2 and qj0+1 are
incomparable in P . In fact, if p2 < qj0+1, then again p2 is comparable with any
other element of P . Furthermore, p1 and qj0 are incomparable in P . In fact, if
p1 < qj0 , then qi0 is comparable with any other element of P . Hence, p2 and qj0+1
are incomparable in P , and p1 and qj0 are incomparable in P , as required. �
Theorem 6.37 Let L be a finite lattice with no cut edge. Then, the following
conditions are equivalent:

(i) L is the divisor lattice of 2 · 3r with r ≥ 1;
(ii) IL possesses a quadratic Gröbner basis with respect to an arbitrary monomial

order.
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Proof ((i) ⇒ (ii)) Let L = D2·3r be the divisor lattice of 2 · 3r with r ≥ 1. Let P be
the finite poset with L = J (P ). Then, P = {a, b1, . . . , br }, where b1 < · · · < br

and where a is incomparable with each of bi . Hence, as was seen in the proof of
Theorem 6.35, the join-meet ideal IL can be identified with the toric ideal of the
complete bipartite graph K2,r on [2] ∪ [r]. Since every cycle of K2,r is of length
4, it follows from Corollary 5.12 that each primitive binomial of the toric ideal of
K2,r is quadratic. Hence, IL possesses a quadratic Gröbner basis with respect to an
arbitrary monomial order, as desired.

((ii) ⇒ (i)) Example 6.25 says that L cannot possess the pentagon lattice N5
as a sublattice. Furthermore, Example 6.24 says that L cannot possess the diamond
lattice M5 as a sublattice. In addition, it follows from the proof of Theorem 6.35 that
L cannot possess the Boolean lattice B3 of rank 3 as a sublattice. Hence, L must
be a planar distributive lattice. Let L = J (P ). Suppose that P is not the divisor
lattice of 2 · 3r with r ≥ 1. Lemma 6.36 says that L contains a sublattice L′ which
is isomorphic to J (C4). Let L′ consist of

ξ = a ∧ b, a, b, c = a ∨ b = e ∧ f, e, f, ζ = e ∨ f.

Let <purelex denote the pure lexicographic order induced by the ordering

xc > xζ > xe > xf > xa > xb > xξ

of the variables. Then, the monomial xaxbxζ is contained in the minimal system
of monomial generators of the initial ideal in<purelex . Hence, IL fails to satisfy the
condition (ii) and L must be the divisor lattice of 2 · 3r with r ≥ 1, as desired. �

Problems

6.14 Let B3 be the Boolean lattice of rank 3.

(i) Find an initial ideal of the join-meet ideal of B3 which is not squarefree.
(ii) Find a Gröbner basis of the join-meet ideal of B3 which is not quadratic.

6.15 Find a Gröbner basis of the join-meet ideal of D36, the divisor lattice of 36 =
22 · 32, which is not quadratic.

6.5 Projective Dimension and Regularity of Join-Meet Ideals

Let L be a finite distributive lattice. In this section, we determine the regularity and
projective dimension of the join-meet ideal IL of L.
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We fix a field K . The residue class ring K[L]/IL can be identified with the toric
ring RK [L], as explained in Section 6.2. Nowadays, the toric ring RK [L] is called
the Hibi ring of L (with respect to K).

By Birkhoff’s theorem, L = J (P ), where P is the set of join-irreducible
elements of L and where J (P ) is the set of poset ideals of P . Let S be the
polynomial ring over K in the variables t and xp with p ∈ P . For each α ∈ J (P ),
we set

uα =
∏

p∈α

xpt. (6.11)

Then, by Theorem 6.19,

RK [L]∼=K[uα : α ∈ L].

Let P̂ = P ∪ {0̂, 1̂}, where 0̂ < p < 1̂ for all p ∈ P . An order-reversion map on P̂

is a map σ : P̂ → Z≥0 for which σ(1̂) = 0 and σ(p) ≤ σ(q) if p > q in P̂ . The
set of order-reversing maps on P̂ is denoted Ω(P̂ ). Given σ ∈ Ω(P̂ ), we set

wσ =
∏

p∈P

x
σ(p)
p tσ(0̂).

By Problem 6.9, the set of monomials {wσ : σ ∈ Ω(P̂ )} is the monomial K-basis
of RK [L]. We set deg wσ = σ(0̂). With this definition given, RK(L) is a standard
graded K-algebra. By Problem 6.10, RK [L] is a normal domain. According to a
theorem of Hochster [115], a normal toric ring is Cohen–Macaulay.

We will use the information regarding the monomial K-basis of RK [L] to
compute its Krull dimension.

Theorem 6.38 Let L be a finite distributive lattice, and let P be the poset of join-
irreducible elements of L. Then,

dim RK [L] = |P | + 1.

Proof Since RK [L] is an affine domain, it follows that dim RK [L] is equal to the
transcendence degree over K of the quotient field Q(RK [L]) of RK [L].

We claim that Q(RK [L]) = Q(S), where as above, S = K[t, {xp : p ∈ P }].
Since tr deg(Q(S)/K) = |P |+1, the theorem will follow. Obviously, Q(RK [L]) ⊂
Q(S). Thus, in order to show that the two quotient fields are the same, it suffices to
show that the variable t and as well as the variables xp belong to Q(RK [L]). This
is clear for t , because t = u∅. Now, let p ∈ P , and let α = {q ∈ P : q ≤ p} and
β = {q ∈ P : q < p}. Then, both, α and β are poset ideals of P , and uα/uβ = xp.
Thus, xp ∈ Q(RK [L]). �
Corollary 6.39 Let L and P be as in Theorem 6.38. Then,
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proj dim IL = |L| − |P | − 2.

Proof By the Auslander–Buchsbaum formula (Theorem 2.15), we have
proj dim RK [L] + depth RK [L] = |L|. Since RK [L] is Cohen–Macaulay, we
have depth RK [L] = dim RK [L]. Thus, together with Theorem 6.38, it follows
that

proj dim IL = proj dim RK [L] − 1 = |L| − dim RK [L] − 1 = |L| − |P | − 2.

�
Next, we will study the regularity of IL. For this purpose, we have to recall a few

facts about the canonical module of a Cohen–Macaulay ring. The results that we are
quoting can all be found in [27].

Let R be a Cohen–Macaulay standard graded K-algebra of dimension d with
graded maximal ideal m, and let HR(t) = Q(t)/(1 − t)d be the Hilbert series of
R. By Corollary 2.18, one has reg R = deg Q(t). The a-invariant a(R) of R is
defined to be the degree of the Hilbert series of R, which by definition is equal to
deg Q(t) − d.

Thus, we see that in combination with Theorem 6.38 we obtain

reg IL = reg RK [L] + 1 = a(RK [L]) + |P | + 2. (6.12)

The a-invariant of R can be expressed in terms of the canonical module ωR , which,
up to isomorphisms, is uniquely determined by the property that

ExtiR(R/m, ωR) =
{

R/m if i = d,

0 if i �= d.

The canonical module is a graded R-module and following Goto and Watanabe [84],
who introduced the a-invariant, we have:

a(R) = −min{i : (ωR)i �= 0}. (6.13)

By (6.12), it remains to compute the a-invariant of RK [L] in order to determine the
regularity of IL. For this purpose, we use formula (6.13). The canonical module of a
normal toric ring has the following interpretation: Let A be a configuration matrix.
The set C = Z≥0A is an affine semigroup . We let R≥0C be the cone spanned by C,
and define the relative interior of C as:

relint(C) = C∩ relint(R≥0C).

Here, relint(R≥0C) is the interior of R≥0C with respect to its affine hull.



6.5 Projective Dimension and Regularity of Join-Meet Ideals 167

Theorem 6.40 (Danilov, Stanley) Let A ∈ Z
m×n be a configuration matrix, and

assume that the affine semigroup C = Z≥A generated by A is normal. Then,
K[C] ⊂ K[t±1 , . . . , t±m ], and ωK[C] has the monomial K-basis consisting of all
tc with c ∈ relint(C).

By using the theorem of Danilov and Stanley, we get

Theorem 6.41 Let L and P be as in Theorem 6.38, and let Ωs(P̂ ) be the set of
strictly order reversing maps σ : P̂ → Z≥0, that is, maps with σ(1̂) = 0 and
σ(p) < σ(q) if p > q in P̂ . Then, the monomial K-basis of ωRK [L] consists of the

set of monomials wσ = ∏

p∈P x
σ(p)
p tσ(0̂) with σ ∈ Ωs(P̂ ).

Proof Let A ⊂ Z
m×n be the configuration matrix corresponding to the genera-

tors (6.11) of RK [L]. Here, m = |P |+1 and n = |L|. Let C be the affine semigroup
of generated by A. According to Theorem 6.40, we have to show that the exponent

vector of wσ = ∏

p∈P x
σ(p)
p tσ(0̂) with σ ∈ Ω(P̂ ) belongs to relint C if and only if

σ ∈ Ωs(P̂ ).
Let P̂ = {p1, . . . , pm−1} ∪ {0̂, 1̂}. Let U denote the set of those i ∈ [m − 1]

for which 1̂ covers pi and V the set of those j ∈ [m − 1] for which pj covers 0̂.
Let W be the set of pairs (k, �) ∈ [m − 1] × [m − 1] for which pk covers p�. For
each i ∈ U , write H ∗

i ⊂ R
m for the closed half-space of Rm defined by xi ≥ 0. For

each j ∈ V , write H ∗∗
j ⊂ R

m for the closed half-space of Rm defined by xm ≥ xj .
Furthermore, for each (k, �) ∈ W , write H(k,�) ⊂ R

m for the closed half-space of
R

m defined by x� ≥ xk . We then claim

R≥0C = (
⋂

i∈U

H ∗
i

)
⋂

(
⋂

j∈V

H ∗∗
j

)
⋂

(
⋂

(k,�)∈W

H(k,�)

)

. (6.14)

Clearly, the left-hand side of (6.14) is contained in the right-hand side of (6.14).
Let a = (a1, . . . , am) ∈ R

m belong to the right-hand side of (6.14). Our work is
to show that a ∈ R≥0C. Let q ≥ 0 denote the number of nonzero components
of a. If q = 0, then a is the origin of R

m and the origin belongs to R≥0C. Let
q > 0 and α = {pi ∈ P : ai > 0}. It then follows that α is a poset ideal of
P . Let ρ(α) = ∑

i∈α ei + em, where e1, . . . , em are the canonical unit coordinate
vectors of Rm. Let r = min{ai : ai > 0} and b = rρ(α). Since the number of
nonzero components of a − rb is less than q and since a − rb belongs to the right-
hand side of (6.14), it follows that a − rb ∈ R≥0C. Since rb ∈ R≥0C, one has
a = (a − rb) + rb ∈ R≥0C. This completes the proof of (6.14).

We now claim that the right-hand side of (6.14) is irredundant. Let H denote the
set of closed half-spaces in the right-hand side of (6.14). If i ∈ U , then −ei belongs
to (

⋂

H ∗
i �=H∈H H) \R≥0C. If j ∈ V , then ej belongs to (

⋂

H ∗∗
j �=H∈H H) \R≥0C.

If (k, �) ∈ W , then (
∑

pi≤pk
ei ) − e� belongs to (

⋂

H(k,�) �=H∈H H) \ R≥0C.
Since the right-hand side of (6.14) is irredundant and since the affine hull of

R≥0C is Rm, it follows that the facets of R≥0C are those [H ]∩R≥0C with H ∈ H ,
where [H ] is the hyperplane of Rm which is the boundary of H . It then follows that
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relint(R≥0C) = R≥0C \
⋃

H∈H

[H ].

Hence, relint(C) consists of those (a1, . . . , am) ∈ Z≥0 such that: (i) ai > 0 for
i ∈ U , (ii) am > aj for j ∈ V , and (iii) a� > ak for (k, �) ∈ W . As a result, for
σ ∈ Ω(P̂ ), the vector (σ (p1), . . . , σ (pm−1), σ (0̂)) belongs to relint C if and only
if σ ∈ Ωs(P̂ ), as desired. �

We use the convention to set reg(I ) = 1 if I is the zero ideal. Now, we have all
the tools available to prove:

Theorem 6.42 Let L be a finite distributive lattice and P its poset of join-
irreducible elements. Then,

reg IL = |P | − rank P.

Proof By formula (6.12), it remains to be shown that a(RK [L]) = − rank P − 2.
Since rank P̂ = rank P +2, this equation for the a-invariant will follow from (6.13),
once we have shown that min{i : (ωR)i �= 0} = rank P̂ .

Let σ ∈ Ωs(P̂ ) and let 0̂ < p1 < · · · < pr < 1̂ be a maximal chain in P̂ with
r = rank P + 1. Then,

0 < σ(pr) < σ(pr−1) < · · · < σ(p1) < σ(0̂)).

It follows that σ(0̂) ≥ rank P̂ , and hence Theorem 6.41 implies that min{i : (ωL)i �=
0} ≥ rank P̂ .

In order to prove equality, we consider the depth function δ : P̂ → Z≥0 which
for p ∈ P̂ is defined to be the supremum of the lengths of chains ascending from p.
Obviously, δ ∈ Ωs(P̂ ) and δ(0̂) = rank P̂ . This concludes the proof of the theorem.

�

Problems

6.16 Determine all finite posets P for which IL with L = I (P ) has a linear
resolution.

6.17 Compute the regularity of IL when L is the Boolean lattice Bn

6.18 Give the complete list of posets P for which IL with L = I (P ) has regularity
three.

6.19 Given integers r ≤ d − 2, show that there exists a finite distributive lattice L

such that dim RK [L] = d and reg IL = r .
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Notes

Birkhoff [17] is the basic source of classical lattice theory. A quick discussion on
the lattice theory can be found in, e.g., Stanley [200, Chapter 3]. The highlights
of Section 6.1 are Theorem 6.4, Birkhoff’s fundamental structure theorem for
finite distributive lattices, and Theorem 6.10 due to Dedekind, which characterizes
distributive lattices and modular lattices. Except for Theorem 6.10, the topics
discussed in Section 1 appear in [200, Chapter 3].

The join-meet ideal of a finite distributive lattice together with the toric ring
RK [L] is introduced by [104]. Theorem 6.21, Problem 6.9, Problem 6.10 as well as
Theorem 6.41 are discussed in [104]. Furthermore, it is proved in [104] that RK [L]
with L = J (P ) is Gorenstein if and only if P is pure. In the monograph [146],
the toric ring RK [L] is called Hibi ring. The study of join-meet ideals of arbitrary
lattices originated in [95] and [69]. Section 6.3 is due to [69] and Section 6.4 is due
to [95].

The Hibi ring of L = J (P ) coincides with the Ehrhart ring [105, p. 97] of the
order polytope [197] of P . Thus, its Hilbert series can be computed explicitly by
using the theory of P -partitions, developed in Stanley’s dissertation [198]. See also
[72] and [176]. In particular, the formula a(RK [L]) = −rankP − 2 in the proof of
Theorem 6.42 follows.

In [197], together with the order polytope O(P ), the chain polytope C (P )

of a finite poset P is also studied. A basic question when O(P ) and C (P ) are
unimodularly equivalent is solved in [108]. The Hibi ring RK [L] is an algebra with
straightening laws [105, Chapter XIII] on L = J (P ). Furthermore, it turns out
[107] that the Ehrhart ring of C (P ) is again an algebra with straightening laws on
L = J (P ).

In the frame of combinatorics and commutative algebra, the Hibi ring has been
studied in many articles. For example, the articles [5, 35, 59, 64, 66, 98], and [99]
have contributed to the development of the theory of Hibi rings. In [64], the question
when the join-meet ideal of a finite distributive lattice is an extremal Gorenstein
ideal is solved. Furthermore, in [61] a characterization for the join-meet ideal of a
finite planar distributive lattice to be linearly related is given. It would, of course,
be of interest to find a characterization for the join-meet ideal of a finite distributive
lattice to be linearly related. In [66], the pseudo-Gorenstein Hibi ring is completely
classified. In [99], the nearly Gorenstein Hibi ring is completely classified. In [98],
the strongly Koszul Hibi ring is completely classified. The study on Gröbner bases
of join-meet ideals of finite distributive lattices with respect to lexicographic orders
is partially done in [5].

The Hibi ring is naturally related with determinantal rings and ideals [23, 65]. Let
X be an m × n-matrix of indeterminates with 2 ≤ m < n and Δ a pure simplicial
complex on [n] of dimension m − 1. Given a facet F = {a1, . . . , am} with 1 ≤
a1 < · · · < ad ≤ n, we write μF = [a1, . . . , am] for the maximal minor of X with
columns a1, . . . , am. We then introduce the ideal JΔ ⊂ K[X], where K[X] is the
polynomial ring in mn variables, which is generated by those μF with F ∈ F (Δ),
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where F (Δ) is the set of facets of Δ. The ideal JΔ is called the determinant facet
ideal of Δ. In [65], the problem when JΔ is a prime ideal as well as that when the
generators of JΔ form a Gröbner basis is studied.

To introduce a generalization of Hibi rings and join-meet ideals of finite
distributive lattices is, of course, of interest. Such work has been done by, for
instance, [68, 71] and [15]. Let P and Q be finite posets and K[{ x

q
p : p ∈ P, q ∈

Q }] the polynomial ring in |P ||Q| variables over a field K . Let Hom(P,Q) denote
the set of order-preserving maps ϕ : P → Q. Then, Hom(P,Q) is a finite poset by
setting ϕ ≤ ψ if ϕ(p) ≤ ψ(p) for all p ∈ P . Given ϕ ∈ Hom(P,Q), we associate
the monomial uϕ = ∏

p∈P x
φ(p)
p . The toric ring K[P,Q] which is generated by

those monomials uϕ with ϕ ∈ Hom(P,Q) is called the isotonian algebra of (P,Q).
When Q is a chain C1 : q1 < q2 of length 1, then K[P,C1] is isomorphic to the
Hibi ring RK [L] with L = J (P ). In [15], it is conjectured that K[P,Q] is always
normal and a partial answer of the conjecture is obtained. In addition, the problem
when K[P,Q] possesses a quadratic Gröbner basis is discussed.

On the other hand, the monomial ideal generated by the monomials uα , where α

is a poset ideal of P , is also deeply studied by, for instance, [92] and [93]. We refer
the reader to the monograph [94] for the detailed information.

Furthermore, the Hibi ring appears in representation theory [121, 122, 130–134,
215] and in algebraic geometry [20–22, 50, 83, 136, 137, 179, 180, 192, 193, 211],
See also [14] for a topic in statistics.



Chapter 7
Binomial Edge Ideals and Related Ideals

Abstract In this chapter we consider classes of binomial ideals which are naturally
attached to finite simple graphs. The first of these classes are the binomial edge
ideals. These ideals may also be viewed as ideals generated by a subset of 2-minors
of a (2×n)-matrix of indeterminates. Their Gröbner bases will be computed. Graphs
whose binomial edge ideals have a quadratic Gröbner basis are called closed graphs.
A full classification of closed graphs is given. For an arbitrary graph the initial
ideal of the binomial edge ideal (for a suitable monomial order) is a squarefree
monomial ideal. This has the pleasant consequence that the binomial edge ideal
itself is a radical ideal. Its minimal prime ideals are determined in terms of cut point
properties of the underlying graph. Based on this information, the closed graphs
whose binomial edge ideal is Cohen–Macaulay are classified. In the subsequent
sections, the resolution of binomial edge ideals is considered and a bound for
the Castelnuovo–Mumford regularity of these ideals is given. Finally, the Koszul
property of binomial edge ideals is studied. Intimately related to binomial edge
ideals are permanental edge ideals and Lovász, Saks, and Schrijver edge ideals.
Their primary decomposition will be studied.

7.1 Binomial Edge Ideals and Their Gröbner Bases

Let G be a finite simple graph, that is, G has no loops and no multiple edges. Unless
otherwise stated, G will always be a finite simple graph without isolated vertices.
We denote by V (G) the set of vertices of G and by E(G) the set of edges of G. We
say that G is a graph on [n], if V (G) = [n], where [n] = {1, 2, . . . , n}.

Let K be a field and S = K[x1, . . . , xn, y1, . . . , yn] be the polynomial ring in 2n

variables. For 1 ≤ i < j ≤ n we set fij = xiyj − xjyi . The binomials fij are the
2-minors of the matrix

(

x1 x2 . . . xn

y1 y2 . . . yn

)

.
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Fig. 7.1 A labeled graph
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2
4
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Definition 7.1 Let G be a graph on [n]. The binomial edge ideal JG ⊂ S of G is
the ideal generated by the binomials fij = xiyj − xjyi such that i < j and {i, j} is
an edge of G.

Consider, for example, the graph G displayed in Figure 7.1. The binomial edge
ideal of this graph is the ideal

JG = (x1y2−x2y1, x1y3−x3y1, x2y3−x3y2, x2y4−x4y2, x3y4−x4y3, x4y5−x5y4).

7.1.1 Closed Graphs

We first study the question of when JG has a quadratic Gröbner basis.

Theorem 7.2 Let G be a graph on [n], and let < be the lexicographic order on S =
K[x1, . . . , xn, y1, . . . , yn] induced by x1 > x2 > · · · > xn > y1 > y2 > · · · > yn.
Then the following conditions are equivalent:

(i) the generators fij of JG form a quadratic Gröbner basis;
(ii) for all edges {i, j} and {k, l} with i < j and k < l one has {j, l} ∈ E(G) if

i = k, and {i, k} ∈ E(G) if j = l.

Proof (i) ⇒ (ii): Suppose (b) is violated, say, {i, j} and {i, k} are edges with i <

j < k, but {j, k} is not an edge. Then S(fik, fij ) = yifjk belongs to JG, but none
of the initial monomials of the quadratic generators of JG divides in<(yifjk).

(ii) ⇒ (i): We apply Buchberger’s criterion and show that all S-pairs S(fij , fkl)

reduce to 0. If i �= k and j �= l, then in<(fij ) and in<(fkl) have no common factor.
In this case, according to Lemma 1.27, S(fij , fkl) reduces to zero. On the other
hand, if i = k, we may assume that l < j . Then

S(fij , fil) = yiflj

is the standard expression of S(fij , fil). Similarly, if j = l, we may assume that
i < k. Then

S(fij , fkj ) = xjfik

is the standard expression of S(fij , fkj ). In both cases the S-pair reduces to 0. �
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Fig. 7.2 The claw

Fig. 7.3 A net and a tent

Condition (ii) of Theorem 7.2 does not only depend on the isomorphism type of
the graph, but also on the labeling of its vertices. For example, the graph G with
edges {1, 2}, {2, 3}, and the graph G′ with edges {1, 2}, {1, 3} are isomorphic, but G

satisfies condition (b), while G′ does not.

Definition 7.3 A graph G satisfying the equivalent conditions of Theorem 7.2 is
called closed with respect to the given labeling of the vertices, and G is called closed
if it is closed with respect to a suitable labeling of its vertices.

The so-called claw shown in Figure 7.2 is the simplest example of a graph which
is not closed. Indeed, suppose the claw is closed, and let {i, j}, {i, k}, and {i, l} be
the edges of the claw. Then i �= min{i, j, k, l}, since we assume that the claw is
closed. If j < i, then k > i and l > i, again since we assume the claw is closed.
But then {k, j} must be an edge of the claw, a contradiction.

A graph which does not contain any claw as an induced subgraph is called claw-
free. Next follows a necessary condition for a graph to be closed.

Proposition 7.4 If G is closed, then G is chordal and claw-free.

Proof Suppose G is not chordal, then G contains a cycle C of length > 3 with no
chord. Let i be the vertex of C with i < j for all j ∈ V (C) \ {i}, and let {i, j} and
{i, k} be the edges of C containing i. Then i < j and i < k, but {j, k} �∈ E(G).

Since G is closed, any induced subgraph is closed as well. Since a claw is not
closed, G must be claw-free. �

The path graph on n vertices, denoted Pn, is the graph on [n] with edges

{1, 2}, {2, 3}, . . . , {n − 1, n}.

Any graph isomorphic to Pn is also called a path graph. The length of Pn is defined
to be n − 1.

As a simple consequence of Proposition 7.4 we obtain

Corollary 7.5 A bipartite graph is closed if and only if it is a path graph.
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Proof A bipartite graph has no odd cycles, see Lemma 5.1. Since a closed graph
is chordal, and since a chordal graph has an odd cycle, unless it is a tree, a closed
bipartite graph must be a tree. If the tree is not a path, then it is not claw-free. Thus
a closed bipartite graph must be a path.

Conversely, if G is a path graph of length l, then G is closed for the labeling of
the vertices such that {1, 2}, {2, 3}, . . . , {l, l + 1} are the edges of G. �

The net and tent depicted in Figure 7.3 are chordal and claw-free graphs, but they
are not closed. So Proposition 7.4 does not fully describe all closed graphs. Next we
are aiming at giving a full classification of all closed graphs. In order to do this we
have to introduce some terminology and concepts.

Let Δ be a simplicial complex. A facet F of Δ is called a leaf , if there exists a
facet G of Δ with G �= F that H∩F ⊂ G∩F for all facets H with H �= F . The
facet G is then called a branch of F . The simplicial complex Δ is called a quasi-
forest, if the facets of Δ can be ordered F1, . . . , Fm such that for each i > 1, the
facet Fi is a leaf of 〈F1, . . . , Fi〉. Such an order of the facets of Δ is called a leaf
order. A connected graph which is a quasi-forest is called a quasi-tree.

Let as before G be a graph on the vertex set [n]. A clique of G is a subset F ⊂ [n]
with the property that each 2-element subset of F is an edge of G. The set of all
cliques forms a simplicial complex Δ(G), called the clique complex of G.

By a theorem of Dirac [54], G is chordal if and only if G has a perfect elimination
order which means that its vertices can be labeled such that for every j, the set
Fj = {i : i < j and {i, j} ∈ E(G)} is a clique of G. Equivalently, Dirac’s theorem
can be phrased as follows.

Theorem 7.6 The graph G is chordal if and only if Δ(G) is a quasi-forest.

With this preparation we obtain a first characterization of closed graphs.

Theorem 7.7 Let G be a graph on [n]. The following conditions are equivalent:

(i) G is closed;
(ii) there exists a labeling of G such that all facets of Δ(G) are intervals [a, b] ⊂

[n].
Moreover, if the equivalent conditions hold and the facets F1, . . . , Fr of Δ(G) are
labeled such that min(F1) < min(F2) < · · · < min(Fr), then F1, . . . , Fr is a leaf
order of Δ(G).

Proof For the proof of the theorem we may assume that G is connected.
(i) ⇒ (ii): Let F = {j : {j, n} ∈ E(G)}∪{n}, and let k = min{j : j ∈ F }.

Then F = [k, n]. Indeed, if j ∈ F with j < n, then, by Problem 7.1, it follows that
{j, j + 1} ∈ E(G). Moreover, because G is closed and {j, n} ∈ E(G), we see that
also {j + 1, n} ∈ E(G). Thus j + 1 ∈ F .

Next observe that F is a maximal clique of G, that is, a facet of Δ(G). First of
all it is a clique, because if i, j ∈ F with i < j < n, then, since {i, n} and {j, n} are
edges of G, it follows that {i, j} is an edge as well, since G is closed. Secondly, it is
maximal, since {j, n} �∈ E(G), if j �∈ F .
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Let H �= F be a facet of Δ(G) with H∩F �= ∅, and let � = max{j : j ∈ H∩F }.
We claim that H∩F = [k, �]. There is nothing to prove if k = �. So now suppose
that k < � and let k ≤ t < � and s ∈ H \ F . Then s, t < � and {s, �} and {t, �} are
edges of G. Hence since G is closed it follows that {s, t} ∈ E(G). This implies that
t ∈ H , as desired.

It follows from the claim that the facet H for which max{j : j ∈ H∩F } is
maximal is a branch of F . In particular, F is a leaf. Let H∩F = [k, �], where H is
a branch of F , and denote by G� the restriction of G to [�]. Since G� is again closed
and since � < n, we may assume, by applying induction on the cardinality of the
vertex set of G, that all facets of Δ(G�) are intervals. Now let F ′ be any facet of
Δ(G). If F = F ′, then F is an interval, and if F �= F ′, then, as we have seen above,
it follows that F ′ ∈ Δ(G�). This yields the desired conclusion.

(ii) ⇒ (i): Let {i, j} and {k, �} be edges of G with i < j and k < �. If i = k, then
{i, k} and {i, �} belong to the same maximal clique, that is, facet of Δ(G) which by
assumption is an interval. Thus if j �= �, then {j, �} ∈ E(G). Similarly one shows
that if j = �, but i �= k, then {i, k} ∈ E(G). Thus G is closed.

Finally it is obvious that the facets of Δ(G) ordered according to their minimal
elements is a leaf order, because for this order Fi−1 has maximal intersection with
Fi for all i. �
Definition 7.8 A graph G is called an interval graph if for all v ∈ V (G) there
exists an interval Iv = [lv, rv] of the real line such that Iv∩Iw �= ∅ if and only
if {v,w} ∈ E(G). If, in addition, the intervals can be chosen such that there is no
proper containment among them, then G is called a proper interval graph or simply
a PI graph.

Let G be a graph. A set of intervals {Iv}v∈V (G) as in Definition 7.8 is called an
interval representation of G.

Let G be a graph on the vertex set [n]. Then G satisfies the proper interval
ordering with respect to the given labeling, if for all i < j < k with {i, k} ∈ E(G)

it follows that {i, j}, {j, k} ∈ E(G). We say G admits a proper interval ordering if
G satisfies the proper interval ordering for a suitable relabeling of its vertices.

Theorem 7.9 The following conditions are equivalent:

(i) G is a closed graph.
(ii) G is a proper interval graph.

Proof We may assume that G is connected. For the proof we use the fact that G is a
proper interval graph if and only if G admits a proper interval ordering, as shown in
[141, Theorem 2.1]. Thus we need to show that G is closed if and only if G admits
a proper interval ordering.

Let [n] be the vertex set of G. Suppose first that G is closed. By Theorem 7.7
we may assume that the maximal cliques of G are (integral) intervals. Now let i <

j < k with {i, k} ∈ E(G). Then the vertices i, k belong to a clique of G, say [a, b].
Then j ∈ [a, b] and hence {i, j} and {j, k} are edges of G. This shows that the given
labeling is a proper interval ordering.
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Conversely, suppose G admits a proper interval ordering. We may assume that
the given labeling has this property. Let {i, j} and {i, k} be two different edges of G

with i < j and i < k. We may assume that j < k. By the interval ordering property
it follows that {j, k} ∈ E(G). On the other hand, if k, j < i, the interval labeling
property guarantees again that {j, k} ∈ E(G). Thus G is closed. �

A vertex v ∈ V (G) is called a simplicial vertex of G if v belongs to exactly
one maximal clique of Δ(G). The concept of simplicial vertices will be used in the
proof of next theorem and in many more of the following results.

Theorem 7.10 Let G be a graph. Then G is closed if and only if G is chordal,
claw-free, net-free, and tent-free.

Proof If G is closed, then G is chordal and any induced subgraph of G is closed as
well. Hence, since the claw, the net, and the tent are not closed, none of them can be
an induced subgraph of G.

We prove the converse by induction on the number of vertices of G. If G has two
vertices, the statement is trivial. We now may assume that G is a connected chordal
claw-free graph on the vertex set [n], with n ≥ 3, and that the converse is true for
graphs with n−1 vertices. Since G is chordal, we may choose a perfect elimination
order on G. Then the vertex labeled with n is obviously a simplicial vertex.

Let G′ be the restriction of G to the vertex set [n − 1]. Then G′ is clearly
chordal and claw-free and does neither contain a net or a tent as an induced
subgraph. We claim that G′ is also connected. Indeed, suppose G′ has at least
two connected components. Then, as G is connected, it follows that the vertex
n must belong to at least two maximal cliques of G, a contradiction. Therefore,
we may apply the inductive hypothesis to G′ and conclude that G′ is closed. By
Theorem 7.7, it follows that we may relabel the vertices of G′ with labels from 1
to n − 1 such that the facets of Δ(G′) are F1 = [a1, b1], . . . , Fr = [ar , br ] with
1 = a1 < a2 < · · · < ar < br = n − 1. Of course, this new labeling may not be a
perfect elimination order for G.

In order to prove that G is closed we will use the criterion given in Theorem 7.7.
Let us first assume that G′ itself is a clique. If the vertex n of G is adjacent to all the
vertices of G′, then G is a clique as well, thus it is closed. If not, then we may relabel
the vertices of G′ such that those which are adjacent to the vertex n of G have the
largest labels among 1, . . . , n − 1. Then, we get Δ(G) = 〈[1, n − 1], [a, n]〉 for
some 1 < a ≤ n − 1. Thus G is a closed graph with two maximal cliques.

We now consider the case when G′ has two maximal cliques, say, Δ(G′) =
〈F1, F2〉 with F1 = [1, b], F2 = [a, n − 1] for some 1 < a ≤ b < n − 1.

Let i1, . . . , i� ∈ [n−1] be the vertices of G′ adjacent to n in G. Then {i1, . . . , i�}
is a clique of G′, and hence {i1, . . . , i�} ⊂ Fi for some i. We may assume that
{i1, . . . , i�} ⊂ F2. Otherwise, we reduce to this case by relabeling the vertices of
G′ as follows: i �→ n − i for 1 ≤ i ≤ n − 1. If {i1, . . . , i�} = F2, then Δ(G) =
〈[1, b], [a, n]〉, hence G is closed.

Now we assume that {i1, . . . , i�} � F2. If all the vertices i1, . . . , i� are simplicial
vertices of F2 (in G′), then we may relabel all the simplicial vertices of F2 such that
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{i1, . . . , i�} = {n − 1, n − 2, . . . , n − �}. It follows that Δ(G) = 〈[1, b], [a, n −
1], [n − �, n]〉, thus G is closed. We have to treat now the case when at least one of
the vertices i1, . . . , i�, let us say i1, belongs to F1 ∩F2. If there is a simplicial vertex
k ∈ F2 which is not adjacent to n, then we get an induced claw graph in G with the
edges {1, i1}, {i1, n}, {i1, k} which is impossible. Therefore, all the free vertices of
F2 are contained in the set {i1, . . . , i�}. In this case we may permute the labels of the
vertices in the intersection F1 ∩ F2 such that the set {i1, . . . , i�} is an interval of the
form [c, n− 1] where a ≤ c ≤ b. Consequently, Δ(G) = 〈[1, b], [a, n− 1], [c, n]〉,
thus G is closed.

Finally, we discuss the case when Δ(G′) has at least three facets, that is, the
facets of Δ(G′) are F1 = [a1, b1], . . . , Fr = [ar , br ] with 1 = a1 < a2 < · · · <

ar < br = n − 1 and r ≥ 3. Let, as before, i1, . . . , i� be the vertices adjacent to the
vertex n. Since F = {i1, . . . , i�} is a clique in G′, there exists a maximal clique of
G′ which contains F . We distinguish two cases.

Case 1. {i1, . . . , i�} ⊂ F1 or {i1, . . . , i�} ⊂ Fr : If {i1, . . . , i�} ⊂ F1, then we
may reduce to the case that {i1, . . . , i�} ⊂ Fr by reversing the labels of G′,
namely:i �→ n − i for 1 ≤ i ≤ n − 1.

If {i1, . . . , i�} = Fr , then clearly G is closed since Δ(G) = 〈F1, . . . , Fr−1, Fr ∪
{n}〉. Next assume that {i1, . . . , i�} � Fr . We proceed as in the case when G′
had two cliques. Indeed, if all the vertices i1, . . . , i� are free in G′, then we may
relabel the simplicial vertices of Fr such that {i1, . . . , i�} = {n − �, n − � +
1, . . . , n − 1}. With respect to this new labeling, Δ(G) = 〈F1, . . . , Fr , [n −
�, n]〉), and thus G is closed. In contrast to the case when Δ(G′) had two cliques,
Fr may have non-empty intersection with several maximal cliques of G′. Let j

be the smallest integer such that there exists an element in F , say i1, such that
i1 ∈ Fj ∩ Fr . We claim that in this case, the set Fr \ Fj must be contained in
{i1, . . . , i�}. Indeed, let us assume that there exists k ∈ Fr \ Fj such that k is
not adjacent to the vertex n of G. Then {min Fj , i1}, {i1, n}, {i1, k} is an induced
claw of G, a contradiction.
Thus Fr \ Fj ⊂ {i1, . . . , i�}. Then we may relabel (if necessary) the vertices of
Fj ∩ Fr such that the set {i1, . . . , i�} is an interval of the form [c, n − 1] where
ar < c ≤ bj . With respect to this new labeling, the maximal cliques of G are the
intervals F1, . . . , Fr−1 and Fr ∪ {n}, hence G is closed.

Case 2. {i1, . . . , i�} ⊆ Fi for some 2 ≤ i ≤ r − 1.

If we have equality, namely {i1, . . . , i�} = Fi and Fi−1 ∩ Fi+1 = ∅, then we
may relabel the vertices of Fi ∪ {n} and of Fi+1, . . . , Fr such that Δ(G) =
〈F1 = [a1, b1], . . . , Fi−1 = [ai−1, bi−1], F ′

i = [ai, bi + 1], F ′
i+1 = [ai+1 +

1, bi+1 + 1], . . . , F ′
r = [ar + 1, br + 1 = n]〉. The case that Fi−1 ∩ Fi+1 �= ∅

and {i1, . . . , i�} = Fi cannot occur. Indeed, let j ∈ Fi−1 ∩ Fi+1 and set
p = min{t : j ∈ Ft }, q = max{t; j ∈ Ft }. Then G has the claw with edges
{min Fp, j}, {j, n}, {j, max Fq} as induced graph, which is impossible.
Let now {i1, . . . , i�} � Fi. We split the rest of the proof into two subcases.

Subcase 2 (a). The facet Fi of Δ(G′) has a simplicial vertex. This implies, in
particular, that Fi−1 ∩ Fi+1 = ∅.
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Let j be a simplicial vertex of Fi and assume {j, n} ∈ E(G). If there exist
some vertices p ∈ Fi ∩ Fi−1, q ∈ Fi ∩ Fi+1 which are not adjacent to n,

we get an induced subgraph of G isomorphic to a net by choosing the triangle
{j, p, q} together with the edges {j, n}, {min Fi−1, p}, {q, max Fi+1.} By our
assumptions, this is impossible. Therefore, if Fi has a simplicial vertex adjacent
to n, then we must have either Fi ∩ Fi−1 ⊂ {i1, . . . , i�} or Fi ∩ Fi+1 ⊂
{i1, . . . , i�}. Obviously these two situations are symmetric. Let us assume that
Fi ∩Fi+1 ⊂ {i1, . . . , i�} and that there exists p ∈ Fi ∩Fi−1 which is not adjacent
to n. Then we get the induced claw of G with edges

{p, min(Fi ∩ Fi+1)}, {n, min(Fi ∩ Fi+1)}, {min(Fi ∩ Fi+1), max Fi+1}.

Thus, we have shown that if Fi has a simplicial vertex which is adjacent to n,

then {i1, . . . , i�} must contain (Fi ∩ Fi−1) ∪ (Fi ∩ Fi+1). In addition, if there
exists another simplicial vertex of Fi , say u, which is not adjacent to n, we
get the induced claw in G with the edges {u, min(Fi ∩ Fi+1)}, {n, min(Fi ∩
Fi+1)}, {min(Fi ∩ Fi+1), max Fi+1}. Therefore, all the simplicial vertices of
Fi must be adjacent to n. Summarizing, we showed that {i1, . . . , i�} = Fi ,
contradicting our hypothesis of Subcase 2 (a).
Let us now assume that no simplicial vertex of Fi is adjacent to n. Then there
exists a vertex u ∈ Fi ∩ Fi+1 or u ∈ Fi ∩ Fi−1 which is adjacent to n.

There is no loss of generality in assuming that u ∈ Fi ∩ Fi+1. Let k be any
simplicial vertex of Fi. Then we find the induced claw subgraph of G with edges
{k, u}, {u, n}, {u, max Fi+1}, contradiction.

Subcase 2 (b). Fi−1∩Fi+1 �= ∅. We will show that also this subcase cannot occur.
If there exists a vertex j ∈ Fi−1 ∩ Fi+1 which is adjacent to n, then G has an
induced claw with the edges {min Fi−1, j}, {j, n}, {j, max Fi+1}, contradiction.
Consequently, n cannot be adjacent to any vertex of Fi−1 ∩ Fi+1.

Let now j ∈ (Fi ∩ Fi−1) \ Fi+1 adjacent to n. If there is no vertex adjacent to n

among the vertices of Fi ∩ Fi+1, then we get the induced claw of G with the edges

{min Fi−1, j}, {j, n}, {j, max Fi}.

This implies that all the vertices in the set (Fi ∩ Fi+1) \ Fi−1 must be adjacent to
n. But, in this case, we reach a contradiction in the following way. Let t ∈ (Fi ∩
Fi+1) \ Fi−1. The induced subgraph of G with the triangles

{min Fi−1, j, max Fi−1}, {j, max Fi−1, t}, {max Fi−1, t, max Fi+1}, and {n, j, t}

is isomorphic to H2, contradiction to the hypothesis on G.

We end this subcase and the whole proof by observing that the situation when
we choose j ∈ (Fi ∩ Fi+1) \ Fi−1 adjacent to n is symmetric to the above one. �
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7.1.2 The Computation of the Gröbner Basis

We now describe the reduced Gröbner basis of the binomial edge ideal of an
arbitrary graph. For this we need to introduce the following concept: let G be a
simple graph on [n], and let i and j be two vertices of G with i < j . A path
i = i0, i1, . . . , ir = j from i to j is called admissible, if

(i) ik �= i� for k �= �;
(ii) for each k = 1, . . . , r − 1 one has either ik < i or ik > j ;

(iii) for any proper subset {j1, . . . , js} of {i1, . . . , ir−1}, the sequence i, j1, . . . , js, j

is not a path.

Given an admissible path

π : i = i0, i1, . . . , ir = j

from i to j , where i < j , we associate the monomial

uπ = (
∏

ik>j

xik )(
∏

i�<i

yi�).

Theorem 7.11 Let G be a graph on [n]. Let < be the monomial order introduced
in Theorem 7.2. Then the set of binomials

G =
⋃

i<j

{ uπfij : π is an admissible path from i to j }

is the reduced Gröbner basis of JG with respect to <.

Proof We organize this proof as follows: In the first step, we prove that G ⊂ JG.
Then, since G is a system of generators, in the second step, we show that G is a
Gröbner basis of JG by using Buchberger’s criterion. Finally, in the third step, it is
proved that G is reduced.

First Step. We show that for each admissible path π from i to j , where i < j , the
binomial uπfij belongs JG. Let π : i = i0, i1, . . . , ir−1, ir = j be an admissible
path in G. We proceed with induction on r . Clearly the assertion is true if r = 1.
Let r > 1 and A = {ik : ik < i} and B = {i� : i� > j}. One has either A �= ∅ or
B �= ∅. If A �= ∅, then we set ik0 = max A. If B �= ∅, then we set i�0 = min B.
Suppose A �= ∅. It then follows that each of the paths π1 : ik0 , ik0−1, . . . , i1, i0 =
i and π2 : ik0 , ik0+1, . . . , ir−1, ir = j in G is admissible. Now, the induction
hypothesis guarantees that each of uπ1fik0 ,i and uπ2fik0 ,j belongs to JG. A
routine computation says that the S-polynomial S(uπ1fik0 ,i , uπ2fik0 ,j ) is equal
to uπfij . Hence uπfij ∈ JG, as desired. When B �= ∅, the same argument
applies as in the case A �= ∅.
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Second Step. It will be proven that the set of those binomials uπfij , where π is an
admissible path from i to j , forms a Gröbner basis of JG. In order to show this we
apply Buchberger’s criterion, that is, we show that all S-pairs S(uπfij , uσ fk�),
where i < j and k < �, reduce to zero. For this we will consider different cases.

Let i < j and k < �. Suppose that the initial monomials in<(fij ) and in<(fk�)

are relatively prime. Then the following four cases arise:

(i) i < j = k < �;
(ii) i < j < k < �;

(iii) i < k < j < �;
(iv) i < k < � < j .

Let π be an admissible path from i to j and σ an admissible path from k to �. Since
in<(fij ) and in<(fk�) are relatively prime, if the following conditions

(∗) neither xk nor y� appears in uπ ;
(∗∗) neither xi nor yj appears in uσ

are satisfied, then S((uπ/w)fij , (uσ /w)fk�), where w = gcd(uπ , uσ ), reduces to
zero. Hence S(uπfij , uσ fk�) reduces to zero. Now, in each of the cases (i), (iii), and
(iv), the above conditions (∗) and (∗∗) are satisfied. Thus only the case (ii) must be
discussed. Let i < j < k < �.

If k belongs to π and if j does not belong to σ , then

S(uπfij , uσ fk�) = S((uπ/xk)xk(xiyj − xjyi), uσ (xky� − x�yk))

= w(xiyj ykx� − yixj xky�),

where w = lcm(uπ/xk, uσ ). Since uσ divides w, it follows that w · yixj xky� can be
divided by the initial monomial of uσ fk�. We then divide w(xiyj ykx� − yixj xky�)

by uσ fk�. Its reminder is

w(xiyj ykx� − yixj ykx�) = w · ykx�(xiyj − yixj ) = w · ykx�fij .

Lemma 7.12(a) guarantees that (uπ/xk)ykfij reduces to zero with respect to G .
Hence w · ykx�fij reduces to zero with respect to G , as desired.

If k belongs to π and if j belongs to σ , then

S(uπfij , uσ fk�) = S((uπ/xk)xk(xiyj − xjyi), (uσ /yj )yj (xky� − x�yk))

= w(xiyj ykx� − yixj xky�),

where w = lcm(uπ/xk, uσ /yj ). Since, by using Lemma 7.12(a) again, the
monomial

(uπ/xk)ykfij = (uπ/xk)yk(xiyj − xjyi)
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reduces zero with respect to G , it follows that (uπ/xk)ykxiyj and (uπ/xk)ykxj yi

can possess a common reminder with respect to G . Thus in order to show that
w(xiyj ykx� − yixj xky�) reduces to zero, it suffices to prove that

w(yixj ykx� − yixj xky�) = −w · yixjfk�

reduces to zero. Lemma 7.12(b) guarantees that (uσ /yj )xjfk� reduces to zero with
respect to G . Hence w · yixjfk� reduced to zero with respect to G , as required.

It remains to consider the cases that either i = k and j �= � or i �= k and j = �.
Suppose we are in the first case. (The second case can be proved similarly.) We must
show that S(uπfij , uσ fi�) reduces to zero. We may assume that j < �, and must
find a standard expression for S(uπfij , uσ fi�) whose remainder is equal to zero.

Let π : i = i0, i1, . . . , ir = j and σ : i = i′0, i′1, . . . , i′s = �. Then there exist
indices a and b such that

ia = i′b and {ia+1, . . . , ir }∩{i′b+1, . . . , i
′
s} = ∅.

Consider the path

τ : j = ir , ir−1, . . . , ia+1, ia = i′b, i′b+1, . . . , i
′
s−1, i

′
s = �

from j to �. To simplify the notation we write this path as

τ : j = j0, j1, . . . , jt = �.

Let

jt(1) = min{ jc : jc > j, c = 1, . . . , t },

and

jt(2) = min{ jc : jc > j, c = t (1) + 1, . . . , t }.

Continuing these procedures yield the integers

0 = t (0) < t(1) < · · · < t(q − 1) < t(q) = t.

It then follows that

j = jt(0) < jt(1) < · · · < jt(q)−1 < jt(q) = �

and, for each 1 ≤ c ≤ t , the path

τc : jt(c−1), jt (c−1)+1, . . . , jt (c)−1, jt (c)

is admissible.
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It will be shown that

S(uπfij , uσ fi�) =
q
∑

c=1

vτcuτcfjt(c−1)jt (c)

is a standard expression of S(uπfij , uσ fi�) whose remainder is equal to 0.
Here vτc is the monomial defined as follows: let w = yi lcm(uπ , uσ ). Thus
S(uπfij , uσ fi�) = −wfj�. Then

(i) if c = 1, we set

vτ1 = x�w

uτ1xjt(1)

;

(ii) if 1 < c < q, we set

vτc = xjx�w

uτcxjt(c−1)
xjt(c)

;

(iii) if c = q, we set

vτq = xjw

uτq xjt(q−1)

.

Thus we have to show that

wfj� = wx�

xjt(1)

fjjt(1)
+

q−1
∑

c=2

wxjx�

xjt(c−1)
xjt(c)

fjt(c−1)jt (c)
+ wxj

xjt(q−1)

fjt(q−1)�

is a standard expression of wfj� with remainder 0. In other words, we must prove
that

(�) w(xjy� − x�yj ) = wx�

xjt(1)

(xj yjt(1)
− xjt(1)

yj )

+
q−1
∑

c=2

wxjx�

xjt(c−1)
xjt(c)

(xjt(c−1)
yjt(c)

− xjt(c)
yjt(c−1)

)

+ wxj

xjt(q−1)

(xjt(q−1)
y� − x�yjt(q−1)

)

is a standard expression of w(xjy� − x�yj ) with remainder 0.
Since

wxjy� = wxj

xjt(q−1)

xjt(q−1)
y� >

wxjx�

xjt(q−2)
xjt(q−1)

xjt(q−2)
yjt(q−1)

> · · · >
wxjx�

xjt(1)
xjt(2)

xjt(1)
yjt(2)

>
wx�

xjt(1)

xj yjt(1)
,
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it follows that, if the equality (�) holds, then (�) turns out to be a standard expression
of w(xjy� − x�yj ) with remainder 0. If we rewrite (�) as

w(xjy� − x�yj ) = w(xjx�

yjt(1)

xjt(1)

− x�yj )

+ wxjx�

q−1
∑

c=2

(
yjt(c)

xjt(c)

− yjt(c−1)

xjt(c−1)

)

+ w(xjy� − xjx�

yjt(q−1)

xjt(q−1)

),

then clearly the equality holds.

Third Step. Finally, we show that the Gröbner basis G is reduced. Let uπfij

and uσ fk�, where i < j and k < �, belong to G with uπfij �= uσ fk�. Let
π : i = i0, i1, . . . , ir = j and σ : k = k0, k1, . . . , ks = �. Suppose that
uπxiyj divides either uσ xky� or uσ x�yk . Then {i0, i1, . . . , ir } is a proper subset
of {k0, k1, . . . , ks}.
Let i = k and j = �. Then {i1, . . . , ir−1} is a proper subset of {k0, k1, . . . , ks}

and k, i1, . . . , ir−1, � is an admissible path. This contradicts the fact that σ is an
admissible path.

Let i = k and j �= �. Then yj divide uσ . Hence j < k. This contradicts i < j .
Let {i, j} ∩ {k, �} = ∅. Then xiyj divide uσ . Hence i > � and j < k. This

contradicts i < j . �
Lemma 7.12 Let i < j and π an admissible path from i to j .

(a) Let k ∈ [n] belong to π with j < k. Then (uπ/xk)ykfij reduces to zero with
respect to G .

(b) Let k ∈ [n] belong to π with k < i. Then (uπ/yk)xkfij reduces to zero with
respect to G .

Proof A proof of (a) is given. The claim (b) can be proved similarly.
Let no vertex ξ with j < ξ < k appear in π . Let π ′ be the subpath of π from i

to k and π ′′ be the subpath of π from j to k. Then each of π ′ and π ′′ is admissible.
Since uπ/xk = uπ ′uπ ′′ , it follows that (uπ/xk)yk(xiyj − xjyi) coincides with

uπ ′′uπ ′(xiyk − xkyi)yj − uπ ′uπ ′′(xj yk − xkyj )yi .

Hence

(uπ/xk)ykfij = yjuπ ′′uπ ′fik − yiuπ ′uπ ′′fjk,

as desired.
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Let π possess a vertex ξ with j < ξ < k. One can find j < ξ < k of π

for which the subpath π ′ of π from ξ to k possesses no ξ ′ with ξ < ξ ′ < k.
Then one can divide (uπ/xk)ykfij by uπ ′fξk and its reminder is (uπ/xξ )yξfij .
Continuing these procedures, it turns out that a reminder of (uπ/xk)ykfij is of the
form (uπ/xk′)yk′fij , where i < j < k′ and where no ξ with j < ξ < k′ appears in
π . Hence the argument in the previous paragraph says that (uπ/xk)ykfij reduces to
zero, as required. �

Problems

7.1

(a) Let G be a finite simple graph on [n]. Show that G is closed with respect to
the given labeling, if and only if for any two integers 1 ≤ i < j ≤ n the
shortest walk {i1, i2}, {i2, i3}, . . . , {ik−1, ik} between i and j has the property
that i = i1 < i2 < · · · < ik = j .

(b) Assume in addition to (a) that G is connected, and deduce by using (a), that for
each i < n one has that {i, i + 1} ∈ E(G).

7.2 Let G be a graph on [n]. Show that G is closed with respect to any labeling of
the vertices if and only if G is a complete graph.

7.3 Let G be a path graph. By using Gröbner bases, show that JG is generated by a
regular sequence.

7.4 Let G be the 5-cycle labeled counterclockwise. Compute the Gröbner basis of
JG with respect to the lexicographic order induced by x1 > · · · > x5 > y1 > · · · >

y5.

7.5 Let G be a graph on [n], and let G be the reduced Gröbner basis of JG with
respect to the monomial order introduced in Theorem 7.2.

(a) Show that the maximal degree of an element of G is ≤ n.
(b) Show that there exists a suitable labeling of the vertices of G such that the

maximal degree of an element of G is equal to n if and only G is a tree.

7.2 Primary Decomposition of Binomial Edge Ideals and
Cohen-Macaulayness

Throughout this section, G will denote a finite simple graph on the vertex set [n],
unless otherwise stated.

Our objective to determine the primary decomposition of a binomial edge ideal is
substantially simplified by the following remarkable consequence of Theorem 7.11.
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Corollary 7.13 JG is a radical ideal.

Proof By Theorem 7.11 we know that for a suitable monomial order, in<(JG) is
a squarefree monomial ideal. This implies that in<(JG) is a radical ideal. Suppose
now that f k ∈ JG for some k. Then in<(f )k = in<(f k) ∈ in<(JG), and hence
in<(f ) ∈ in<(JG). Thus there exists g ∈ JG with in<(g) = in<(f ), and hence
a ∈ K such that in<(f − ag) < in<(f ). Since (f − ag)k = f k − gh for some h in
S, it follows that (f − ag)k ∈ JG, and since in<(f − ag) < in<(f ) we may apply
an induction argument to conclude that f − ag ∈ JG. But then also f ∈ JG. �

7.2.1 Primary Decomposition

For a radical ideal an irredundant primary decomposition is uniquely determined; it
is just the intersection of all minimal prime ideals of the ideal. Therefore our next
goal is to determine the minimal prime ideals of a binomial edge ideal.

For each subset W ⊂ [n] we define a prime ideal PW(G). Let T = [n] \ W , and
let G1, . . . ,Gc(W) be the connected components of GT . Here GT is the induced
subgraph of G whose edges are exactly those edges {i, j} of G for which i, j ∈ T .
For each Gi we denote by G̃i the complete graph on the vertex set V (Gi). We set

PW(G) = (
⋃

i∈W

{xi, yi}, JG̃1
, . . . , J

G̃c(W)
).

In particular, JG = P∅(G), if G is complete.

Lemma 7.14 The ideal PW(G) is a prime ideal.

Proof We first reduce the polynomial ring S modulo the variables appearing in
PW(G), to obtain the polynomial ring S′ and a prime ideal P ⊂ S′ such that
S/PW (G) ∼=S′/P . Furthermore, P is of the form (P1 + · · · + Pc(W))S

′ with
Pi = P∅(G̃i) ⊂ Si , where the G̃i’s are complete graphs in disjoint sets of vertices,
and where the Si are polynomial rings over K in the corresponding variables. We
prove by induction on i, that S′/(P1 + · · · + Pi)S

′ is a domain. For i = 1, this
follows from Problem 7.7. Let i > 1 and set B = T/(P1 + · · · + Pi−1)T , where T

is the polynomial ring over K in the variables of the polynomial rings S1, . . . , Si−1.
Then

B[xj , yj : j ∈ V (Gi)]/PiB[xj , yj : j ∈ V (Gi)]
∼= T [xj , yj : j ∈ V (Gi)]/(P1 + · · · + Pi)T [xj , yj : j ∈ V (Gi)].

From Problem 7.7 it follows that B[xj , yj : j ∈ V (Gi)]/PiB[xj , yj : j ∈ V (Gi)],
and hence also

A = T [xj , yj : j ∈ V (Gi)]/(P1 + · · · + Pi)T [xj , yj : j ∈ V (Gi)]
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is a domain. This yields the desired conclusion, since S′/(P1 + · · · + Pi)S
′ is just a

polynomial extension of A. �
Lemma 7.15 We have height PW(G) = |W | + (n − c(W)).

Proof The height of PW(G) can be computed as follows: let nj = |V (Gj ) <. Then

height PW(G) = height(
⋃

i∈W

{xi, yi}) +
c(W)
∑

j=1

height J
G̃j

= 2|W | +
c(W)
∑

j=1

(nj − 1)

= |W | + (|W | +
c(W)
∑

j=1

nj ) − c(W) = |W | + (n − c(W)),

as required. �
It is a general fact that all associated prime ideals of a binomial ideal in

K[x1, . . . , xn] with K algebraically closed are binomial ideals in the sense that its
generators are of the form u − λv with u and v monomials and λ ∈ K with K the
base field, see [58, Theorem 5.1]. In our particular case we have

Theorem 7.16 Let G be a graph on the vertex set [n]. Then JG = ⋂

W⊂[n] PW(G).

Proof It is obvious that each of the prime ideals PW(G) contains JG. We will show
by induction on n that each minimal prime ideal containing JG is of the form PW(G)

for some W ⊂ [n]. Since by Corollary 7.13, JG is a radical ideal, and since a radical
ideal is the intersection of its minimal prime ideals, the assertion of the theorem will
follow.

Let P be a minimal prime ideal of JG. We first show that xi ∈ P if and only
yi ∈ P . For this part of the proof we may assume that G is connected. Indeed,
if G1, . . . ,Gr are the connected components of G, then each minimal prime ideal
P of JG is of the form P1 + · · · + Pr where each Pi is a minimal prime ideal of
JGi

, see Problem 7.8. Thus if each Pi has the expected form, then so does P . Let
T = {xi : i ∈ [n], xi ∈ P, yi �∈ P }. We will show that T = ∅. This will then imply
that if xi ∈ P , then yi ∈ P . By symmetry it also follows that yi ∈ P implies xi ∈ P ,
so that the final conclusion will be that xi ∈ P if and only yi ∈ P .

We first observe that T �= {x1, . . . , xn}. Because otherwise we would have JG ⊂
J

G̃
� (x1, . . . , xn) ⊂ P , and P would not be a minimal prime ideal of JG.

Suppose that T �= ∅. Since T �= {x1, . . . , xn}, and since G is connected there
exists {i, j} ∈ E(G) such that xi ∈ T but xj �∈ T . Since xiyj − xjyi ∈ JG ⊂ P ,
and since xi ∈ P it follows that xjyi ∈ P . Hence, since P is a prime ideal, we have
xj ∈ P or yi ∈ P . By the definition of T the second case cannot happen, and so
xj ∈ P . Since xj �∈ T , it follows that yj ∈ P .

Let G′ be the induced subgraph of G with vertex set [n] \ {j}. Then

(JG′ , xj , yj ) = (JG, xj , yj ) ⊂ P.
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Thus P̄ = P/(xj , yj ) is a minimal prime ideal of JG′ with xi ∈ P̄ but yi �∈ P̄ for
all xi ∈ T ⊂ P̄ . By induction hypothesis, P̄ is of the form PW(G′) for some subset
W ⊂ [n] \ {j}. This contradicts the fact that T �= ∅.

Now let G be again an arbitrary simple graph. By what we have shown it
follows that there exists a subset W ⊂ [n] such that P = (

⋃

i∈W {xi, yi}, P̄ )

where P̄ is a prime ideal containing no variables. Let G′ be the graph G[n]\W .
Then reduction modulo the ideal (

⋃

i∈W {xi, yi}) shows that P̄ is a binomial
prime ideal JG′ which contains no variables. Let G1, . . . , Gc be the connected
components of G′. We will show that P̄ = (J

G̃1
, . . . , J

G̃c
). This then implies that

P = (
⋃

i∈W {xi, yi}, JG̃1
, . . . , J

G̃c
), as desired.

To simplify notation we may as well assume that P itself contains no variables
and have to show that P = (J

G̃1
, . . . , J

G̃c
), where G1, . . . ,Gc are the connected

components of G. In order to prove this we claim that if i, j with i < j is an edge of
G̃k for some k, then fij ∈ P . From this it will then follow that (J

G̃1
, . . . , J

G̃c
) ⊂ P .

Since (J
G̃1

, . . . , J
G̃c

) is a prime ideal containing JG, and P is a minimal prime ideal
containing JG, we conclude that P = (J

G̃1
, . . . , J

G̃c
).

Let i = i0, i1, . . . , ir = j be a path in Gk from i to j . We proceed by induction
on r to show that fij ∈ P . The assertion is trivial for r = 1. Suppose now that
r > 1. Our induction hypothesis says that fi1j ∈ P . On the other hand, one has
xi1fij = xjfii1 + xifi1j . Thus xi1fij ∈ P . Since P is a prime ideal and since
xi1 �∈ P , we see that fij ∈ P . �

Lemma 7.15 and Theorem 7.16 yield the following

Corollary 7.17 Let G be a graph on [n]. Then

dim S/JG = max{(n − |W |) + c(W) : W ⊂ [n]}.

In particular, dim S/JG ≥ n + c, where c is the number of connected components
of G.

In general, the inequality given in Corollary 7.17 is strict. For example, if G is a
claw, then dim S/JG = 6. On the other hand, we have

Corollary 7.18 Let G be a graph on [n] with c connected components. If S/JG is
Cohen–Macaulay, then dim S/JG = n + c.

Proof Since P∅(G) does not contain any monomials, it follows that PW(G) �

P∅(G) for any nonempty subset W ⊂ [n]. Thus Theorem 7.16 implies that P∅(G)

is a minimal prime ideal of JG. Since dim S/P∅(G) = n + c and since S/JG is
equidimensional, the assertion follows. �

Now the question arises which of the prime ideals PW(G) are minimal prime
ideals of JG. The following result is the first important step to detect them.

Proposition 7.19 Let G be a graph on [n], and let W and T be subsets of [n]. Let
G1, . . . ,Gs be the connected components of G[n]\W , and H1, . . . , Ht the connected
components of G[n]\T . Then the following conditions are equivalent:
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(i) PT (G) ⊂ PW(G);
(ii) T ⊂ W and for all i = 1, . . . , t one has V (Hi) \ W ⊂ V (Gj ) for some j .

Proof For a subset U ⊂ [n] we let LU be the ideal generated by the
variables {xi, yi : i ∈ U}. With this notation introduced we have PW(G) =
(LW , J

G̃1
, . . . , J

G̃s
) and PT (G) = (LT , J

H̃1
, . . . , J

H̃t
). Hence it follows that

PT (G) ⊂ PW(G), if and only if T ⊂ W and (LW , J
H̃1

, . . . , J
H̃t

) ⊂
(LW , J

G̃1
, . . . , J

G̃s
).

Observe that (LW , J
H̃1

, . . . , J
H̃t

) = (LW , J
H̃ ′

1
, . . . , J

H̃ ′
t
) where H ′

i = (Hi)[n]\W .
It follows that PT (G) ⊂ PW(G) if and only if (LW , J

H̃ ′
1
, . . . , J

H̃ ′
t
) ⊂

(LW , J
G̃1

, . . . , J
G̃s

) which is the case if and only if (J
H̃ ′

1
, . . . , J

H̃ ′
t
) ⊂

(J
G̃1

, . . . , J
G̃s

), because the generators of the ideals (J
H̃ ′

1
, . . . , J

H̃ ′
t
) and

(J
G̃1

, . . . , J
G̃s

) have no variables in common with the xi and yi for i ∈ W .
Since V (H ′

i ) = V (Hi) \ W , the equivalence of (a) and (b) will follow once we
have shown the following claim: let A1, . . . , As and B1, . . . , Bt be pairwise disjoint
subsets of [n]. Then

(J
Ã1

, . . . , J
Ãs

) ⊂ (J
B̃1

, . . . , J
B̃t

),

if and only if for each i = 1, . . . , s there exists a j such that Ai ⊂ Bj .
It is obvious that if the conditions on the Ai and Bj are satisfied, then we have

the desired inclusion of the corresponding ideals.
Conversely, suppose that (J

Ã1
, . . . , J

Ãs
) ⊂ (J

B̃1
, . . . , J

B̃t
). Without loss of

generality we may assume that
⋃t

j=1 Bj = [n]. Consider the surjective K-algebra
homomorphism

ε : S → K[{xi, xiz1}i∈B1 , . . . , {xi, xizt }i∈Bt ] ⊂ K[x1, . . . , xn, z1, . . . , zt ]

with ε(xi) = xi for all i and ε(yi) = xizj for i ∈ Bj and j = 1, . . . , t . Then

Ker(ε) = (J
B̃1

, . . . , J
B̃t

).

Now fix one of the sets Ai and let k ∈ Ai . Then k ∈ Bj for some k. We claim that
Ai ⊂ Bj . Indeed, let � ∈ Ai with � �= k and suppose that � ∈ Br with r �= j . Since
xky� − x�yk ∈ J

Ãi
⊂ (J

B̃1
, . . . , J

B̃t
), it follows that xky� − x�yk ∈ Ker(ε), so that

0 = ε(xky� − x�yk) = xkx�zj − xkx�zr , a contradiction. �
A vertex of G is called a cut point of G, if G has less connected components than

G[n]\{i}. With this concept introduced, the final result regarding the minimal prime
ideals can be formulated. For this purpose we may restrict ourselves to the case that
G is connected, see Problem 7.8.

Theorem 7.20 Let G be a connected graph on the vertex set [n], and W ⊂ [n].
Then PW(G) is a minimal prime ideal of JG if and only if W = ∅, or W �= ∅ and
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for each i ∈ W one has c(W \ {i}) < c(W). In other words, this is the case, if and
only if each i ∈ W is a cut point of the graph G([n]\W)∪{i}.

Proof Assume that PW(G) is a minimal prime ideal of JG and fix i ∈ W . Let
G1, . . . ,Gr be the connected components of G[n]\W . We distinguish several cases.

Suppose that there is no edge {i, j} of G such that j ∈ Gk for some k. Set
T = W \ {i}. Then the connected components of G[n]\T are G1, . . . ,Gr, {i}. Thus
c(T ) = c(W) + 1. However this case cannot happen, since Proposition 7.19 would
imply that PT (G) ⊂ PW(G).

Next suppose that there exists exactly one Gk , say G1, for which there exists
j ∈ G1 such that {i, j} is an edge of G. Then the connected components of G[n]\T
are G′

1,G2, . . . ,Gr where V (G′
1) = V (G1)∪{i}. Thus c(T ) = c(W). Again, this

case cannot happen since Proposition 7.19 would imply that PT (G) ⊂ PW(G).
It remains to consider the case that there are at least two components, say

G1, . . . ,Gk , k ≥ 2, and j� ∈ G� for � = 1, . . . , k such that {i, j�} is an edge
of G. Then the connected components of G[n]\T are G′

1,Gk+1, . . . ,Gr , where
V (G′

1) = ⋃k
�=1 V (G�)∪{i}. Hence in this case c(T ) < c(W).

Conversely, suppose that c(W \ {i}) < c(W) for all i ∈ W . We want to show
that PW(G) is a minimal rime ideal of JG. Suppose this is not the case. Then there
exists a proper subset T ⊂ W with PT (G) ⊂ PW(G). We choose i ∈ W \ T . By
assumption, we have c(W \ {i}) < c(W). The discussion of the three cases above
shows that we may assume that G′

1,Gk+1, . . . , Gr are the components of G[n]\{i})
where V (G′

1) = ⋃k
�=1 V (G�)∪{i} and where k ≥ 2. It follows that G[n]\T has one

connected component H which contains G′
1. Then V (H) \ W contains the subsets

V (G1) and V (G2). Hence V (H) \ W is not contained in any V (Gi). According to
Proposition 7.19, this contradicts the assumption that PT (G) ⊂ PW(G). �

The following example demonstrates Theorem 7.20.

Example 7.21 Let G be the path with n vertices. Then, for the monomial order
used in Theorem 7.2, the initial terms x1y2, x2y3, . . . , xn−1yn of the generators
form a regular sequence, and hence in<(JG) is generated by these monomials,
see Corollary 1.30. In particular, S/ in<(JG) is Cohen–Macaulay. This implies that
S/JG itself is Cohen–Macaulay, see Theorem 2.19. It follows from Corollary 7.18
that dim S/P = n + 1 for all minimal prime ideals of JG. Let W be any subset of
[n]. Then Theorem 7.16 and Corollary 7.17 imply that the minimal prime ideals of
JG are exactly those prime ideals PW(G) for which c(W) = |W | + 1. Let W ⊂ [n].
Then there exists integers 0 ≤ a1 − 1 < b1 < a2 − 1 < b2 < a3 − 1 < b3 < · · · <

ar − 1 < br ≤ n such that

W =
r
⋃

i=1

[ai, bi] where for each i, [ai, bi] = {j ∈ Z : ai ≤ j ≤ bi}.
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We see that |W | = ∑r
i=1(bi − ai + 1) = ∑r

i=1(bi − ai) + r , and that

c(W) =
⎧

⎨

⎩

r − 1, if a1 = 1 and br = n,

r, if a1 �= 1 and br = n, or a1 = 1 and br �= n,

r + 1, if a1 �= 1 and br �= n.

Thus c(W) = |W | + 1 if and only if a1 �= 1, br �= n and ai = bi for all i. In other
words, the minimal prime ideals of G are those PW(G) for which W is a subset of
[n] of the form {a1, a2, . . . , ar } with 1 < a1, ar < n and ai < ai+1 − 1 for all i.

Let T ⊂ V (G). If each i ∈ T is a cut point of the graph G([n]\T )∪{i}, then we say
that T has the cut point property for G. We denote by C (G) the set of all T ⊂ V (G)

such that T has the cut point property for G. By Theorem 7.20, PT (G) is a minimal
prime ideal of JG if and only if T ∈ C (G).

For later applications we need the following result.

Proposition 7.22 Let G be a graph on [n] and v ∈ V (G). The following conditions
are equivalent:

(i) There exists T ∈ C (G) such that v ∈ T ;
(ii) v is not a simplicial vertex of Δ(G).

Proof (i) ⇒ (ii): Let us assume that v is a simplicial vertex and let F be the unique
facet of Δ(G) such that v ∈ F. If T ⊇ F \ {v}, then c(T \ {v}) > c(T ) since,
by removing v from T , we get a new connected component in G[n]\(T \{v}), namely
a trivial component which contains only the vertex v. On the other hand, if there
exists u ∈ (F \ {v}) \ T , then u belongs to some connected component of G[n]\T .
In this case, we get c(T \ {v}) = c(T ) since if we remove v from T , as u, v are
adjacent, then v belongs to the same connected component as u in G[n]\(T \{v}).

Therefore, in any case, we get c(T \{v}) ≥ c(T ), which is in contradiction to (i).
(ii) ⇒ (i): Let us assume that v /∈ T for every T ∈ C (G). This implies that

the indeterminates xv and yv do not belong to any minimal prime ideal of JG.

Consequently, xv and yv are regular on S/JG. Since v is not a simplicial vertex of
Δ(G), it follows that v belongs to at least two different maximal cliques of G. In
particular, we may find two vertices u,w of G such that {u, v}, {v,w} ∈ E(G) and
{u,w} /∈ E(G).

It follows that xw(xuyv − xvyu) − xu(xwyv − xvyw) = xv(xuyw − xwyu) ∈ JG.

As xv is regular on S/JG, we get xuyw − xwyu ∈ JG which is impossible since
{u,w} /∈ E(G). �

7.2.2 Cohen–Macaulay Binomial Edge Ideals

In general it is hard to identify Cohen–Macaulay binomial edge ideals. A full
classification of such ideals seems to be impossible. However for closed graphs
a complete answer can be given. We first show
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Proposition 7.23 Let G be a connected graph on [n] which is closed with respect
to the given labeling. Suppose further that G satisfies the condition that whenever
{i, j + 1} with i < j and {j, k + 1} with j < k are edges of G, then {i, k + 1} is an
edge of G. Then S/JG is Cohen–Macaulay.

Proof We will show that S/ in<(JG) is Cohen–Macaulay. This will then imply that
S/JG is Cohen–Macaulay as well.

Since the graph is closed, it follows from Theorem 7.2 that in<(JG) is generated
by the monomials xiyj with {i, j} ∈ E(G) and i < j . Applying the automorphism
ϕ : S → S which maps each xi to xi , and yj to yj−1 for j > 1 and y1 to yn, in<(JG)

is mapped to the ideal generated by all monomials xiyj with {i, j+1} ∈ E(G). This
ideal has all its generators in S′ = K[x1, . . . , xn−1, y1, . . . , yn−1]. Let I ⊂ S′ be
the ideal generated by these monomials. Then S/ in<(JG) is Cohen–Macaulay if
and only if S′/I is Cohen–Macaulay. Note that I is the edge ideal of the bipartite
graph Γ on the vertex set {x1, . . . , xn−1, y1, . . . , yn−1}, and with {xi, yj } ∈ E(Γ )

if and only if {i, j + 1} ∈ E(G). Now we use the result from [92] that Cohen–
Macaulay bipartite graphs are characterized as follows: suppose the edges of the
bipartite graph can be labeled such that

(i) {xi, yi} are edges for i = 1, . . . , n;
(ii) if {xi, yj } is an edge, then i ≤ j ;

(iii) if {xi, yj } and {xj , yk} are edges, then {xi, yk} is an edge.

Then the corresponding edge ideal is Cohen–Macaulay.
We are going to verify these conditions for our edge ideal. Condition (ii) is

trivially satisfied, and condition (iii) is a consequence of our assumption that
whenever {i, j + 1} with i < j and {j, k + 1} with j < k are edges of G, then
{i, k + 1} is an edge of G.

For condition (i) we have to show that {i, i+1} ∈ E(G) for all i. But this follows
from Problem 7.1. �
Examples 1

(a) Any complete graph satisfies the conditions of Proposition 7.23, so that S/JG

is Cohen–Macaulay. But of course this is known before because in this case JG

is the ideal of 2-minors of a generic 2 × n-matrix.
(b) The graph G with edges {1, 2}, {1, 3}, {2, 3}, {2, 4}, and {3, 4} does not satisfy

the conditions of Proposition 7.23. However, G is closed. But in<(JG) and JG

are not Cohen–Macaulay.
(c) A graph G need not be closed for S/JG being Cohen–Macaulay. The tent

displayed in Figure 7.3 is such an example.

Now we come the classification of closed graphs whose binomial edge ideal is
Cohen–Macaulay.

Theorem 7.24 Let G be a connected graph on [n] which is closed with respect to
the given labeling. Then the following conditions are equivalent:

(i) JG is unmixed;
(ii) JG is Cohen-Macaulay;
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(iii) in<(JG) is Cohen-Macaulay;
(iv) G satisfies the condition that whenever {i, j + 1} with i < j and {j, k + 1}

with j < k are edges of G, then {i, k + 1} is an edge of G;
(v) there exist integers 1 = a1 < a2 < · · · < ar < ar+1 = n and a leaf order of

the facets F1, . . . , Fr of Δ(G) such that Fi = [ai, ai+1] for all i = 1, . . . , r .

Proof We begin by proving (i) ⇒ (iv). By Theorem 7.7, Δ(G) has facets F1, . . . , Fr

where each facet is an interval. We may order the intervals Fi = [ai, bi] such that
1 = a1 < a2 < · · · < ar ≤ br = n. Since G is connected it follows that ai+1 ≤
bi for all i. Let W = [ar , br−1]. Then PW(G) is a minimal prime ideal of JG

since W has the cut point property. Moreover, c(W) = 2, and so by Lemma 7.15,
height PW(G) = n + (br−1 − ar + 1) − 2 = n + (br−1 − ar) − 1. On the other
hand, height P∅(G) = n − 1, since G is connected. Thus our assumption implies
that n + (br−1 − ar) − 1 = n − 1 which implies that br−1 = ar . Let G′ be the
graph whose clique complex Δ(G′) has the facets F1, . . . , Fr−1. Let PW(G′) be a
minimal prime ideal of G′. Then Proposition 7.22 implies that br−1 �∈ W . Therefore,
cG′(W) = cG(W), and hence PW(G) is a minimal prime ideal of JG of same height
as PW(G′). Thus we conclude that JG′ is unmixed as well. Induction on r concludes
the proof.

In the sequence of implications (v) ⇒ (iv) ⇒ (iii) ⇒ (ii) ⇒ (i), the second
follows from the proof of Proposition 7.23, and the third and the fourth are well
known for any ideal.

It remains to prove (v) ⇒ (iv). Let i < j < k be three vertices of G such that
{i, j + 1} and {j, k + 1} are edges of G. Then i and j + 1 belong to the same facet
of Δ(G), let us say to F�. Then k + 1 must belong to F� as well since it is adjacent
to j. Therefore, the condition from (iv) follows. �

Closed graphs with Cohen-Macaulay binomial edge ideal have the following nice
property.

Proposition 7.25 Let G be a closed graph with Cohen–Macaulay binomial edge
ideal, and let < be the monomial order introduced in Theorem 7.2. Then βij (JG) =
βij (in<(JG)) for all i and j .

Proof We first assume that G is a connected. For a graded S-module W we denote
by BW(s, t) = ∑

i,j βij (W)si tj the Betti polynomial of W .
Since in<(JG) is Cohen–Macaulay, it follows from Theorem 7.24 that [n] =

⋃r
k=1[ak, ak+1] with 1 = a1 < a2 < . . . < ar < ar+1 = n and such that each

Gk = G[ak,ak+1] is a complete graph. It follows that in<(JG) is minimally generated
by the set of monomials

⋃r
k=1 Mk where Mk = {xiyj : ak ≤ i < j ≤ ak+1} for all

k. Since for all i �= j , the set of monomials of Mi and Mj are monomials in disjoint
sets of variables, it follows that Tork(S/(Mi), S/(Mj )) = 0 for all i �= j and all
k > 0. From this we conclude that

BS/ in(JG)(s, t) =
r
∏

i=1

BS/(Mi)(s, t).
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Since Tork(S/(Mi), S/(Mj )) = 0 for all k > 0, and since in<(JGi
) = (Mi) for all i,

we see that Tork(S/JGi
, S/JGj

) = 0 for all k > 0 as well, see [24, Proposition 3.3].
Thus we have

BS/JG
(s, t) =

r
∏

i=1

BS/JGi
(s, t).

Hence it remains to be shown that if G is a complete graph, then βij (JG) =
βij (in(JG)) for all i and j . By Problem 2.15 we know that in<(JG) has a linear free
S-resolution. Since for any graded ideal βij (I ) ≤ βij (in<(I)) (see Theorem 2.19),
we conclude that JG has a linear resolution. By Problem 2.11, the Betti numbers
of an ideal with linear resolution are determined by the Hilbert function of the
ideal. Now since, HilbS/JG

(t) = HilbS/ in<(I)(t) (see Proposition 2.6), the desired
conclusion follows.

Finally assume that G is not connected, and let G1, . . . , Gr be the connected
components. Then in(Ji) and in(Gj ) are monomials in distinct sets of variables.
Hence we may use arguments similar as before to reduce the proof of the theorem
to the case that G is connected. �

Proposition 7.25 yields

Corollary 7.26 Let G be a closed graph with Cohen–Macaulay binomial edge
ideal, and assume that F1, . . . , Fr are the facets of Δ(G) with ki = |Fi | for
i = 1, . . . , r . Then the Cohen–Macaulay type of S/JG is equal to

∏r
i=1(ki − 1). In

particular, S/JG is Gorenstein if and only if G is a path graph.

Proof Due to the proof of Proposition 7.25 it suffices to show that if G is a complete
graph on [n] (with n ≥ 2), then the Cohen–Macaulay type of S/JG is equal to n−1.
In this particular case, JG is the ideal of 2-minors of a 2×n-matrix whose resolution
is given by the Eagon–Northcott complex. The type of S/JG is the last Betti number
in the resolution, which is n − 1. �

Problems

7.6 Let G be a graph and v ∈ V (G). Show that W = {v} has the cut point property
for G if and only if there exists u,w ∈ V (G) with u,w �= v such that v is in every
path of G which connects u and w.

7.7 Let Kn be the complete graph on [n], and let B be a domain. Show that
B[x1, . . . , xn, y1, . . . , yn]/P∅(Kn)B[x1, . . . , xn, y1, . . . , yn] is a domain.

7.8 Let G be a graph on [n] and G1, . . . ,Gr be its connected components. Let
T ⊂ [n], and set Ti = T∩V (Gi) for i = 1, . . . , r . Show

(i) PT (G) = ∑r
i=1 PTi

(Gi)S.
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(ii) PT (G) is a minimal prime ideal of JG if and only if each PTi
(Gi) is a minimal

prime ideal of JGi
.

7.9 Show that JG is a prime ideal if and only if its connected components of G are
complete graphs.

7.10 Let Cn be the n-cycle. Compute the minimal prime ideals of JCn and count
them.

7.11 What are the minimal prime ideals of JG when G is a complete bipartite
graph?

7.12 Determine the number of minimal prime ideals of a path graph.

7.13 Give an example of a graph G for which JG is unmixed, but S/JG is not
Cohen–Macaulay.

7.14 A graph G is called a block graph, if it is chordal and any two distinct maximal
cliques intersect in at most one vertex. Show that if G is a block graph on [n] with
c connected components, depth S/JG = n + c.

7.15 Let G be a block graph. Use Problem 7.14 to show that the following
statements are equivalent:

(i) JG is unmixed.
(ii) JG is Cohen–Macaulay.

(iii) Each vertex of G belongs to at most two cliques.

7.3 On the Regularity of Binomial Edge Ideals

In general it is quite difficult to describe the resolution of a binomial ideal. The
graded Betti numbers give the numerical data of the resolution and determine the
regularity and projective dimension of the ideal. In this section we give lower and
upper bounds of the regularity of a binomial edge ideal. But first we address the
question of when a binomial edge ideal has linear relations or has a linear resolution.

7.3.1 Binomial Edge Ideals with Linear Resolution

As in the previous section we let G be a finite graph on the vertex set [n], K a
field, JG ⊂ S = K[x1, . . . , xn, y1, . . . , yn] the binomial edge ideal of G and < the
lexicographic order induced by x1 > x2 > · · · > xn > y1 > y2 > · · · > yn.

In what follows it is useful to note that JG is naturally Z
n-graded by setting

deg xi = deg yi = εi , where εi is the ith unit vector of Zn.
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Theorem 7.27 Let G be a graph. Then the following conditions are equivalent:

(i) JG has a linear resolution;
(ii) JG has linear relations;

(iii) in<(JG) is generated in degree 2 and has linear quotients;
(iv) in<(JG) has a linear resolution;
(v) G is a complete graph.

Proof We notice that (iii) implies (iv), by Proposition 2.11, that (iv) implies (i), by
Theorem 2.19, and of course (i) implies (ii).

(ii) ⇒ (v): Let F be the graded free S-module with basis elements eij for {i, j} ∈
E(G), and let ψ : F → JG be the epimorphism with ψ(eij ) = fij for all {i, j} ∈
E(G). We set deg eij = εi + εj for all {i, j} ∈ E(G). Then ψ is a Z

n-graded
epimorphism, and hence Z1 = Ker ψ is a Z

n-graded S-module.
Assume that G is not complete. Then G contains a path over three vertices as an

induced subgraph. Let {i, j, k} be the vertices of this induced subgraph of G with
edges {i, j} and {j, k}. We may assume that i < j < k. We show that the degree
4 element r = fij ejk − fjkeij of Z1 cannot be reduced by elements of degree 3.
Then we have β1,4(JG) > 0, and hence JG does not only have linear relations which
contradicts our assumption.

Indeed, the relation r has multidegree εi +2εj +εk . If it is not a minimal relation,
it must be reduced by generating relations of degree 3 involving basis elements est

with s �= t and s, t ∈ {i, j, k}. Since the path with edges {i, j} and {j, k} is an
induced subgraph of G, {i, k} is not an edge of G. Thus the degree 3 relation must
be a relation involving only eij and ejk . But there is no such relation of degree 3,
because fij and fjk form a regular sequence.

(v) ⇒ (iii): It follows from Theorem 7.10 that G is a closed graph. Hence
in<(JG) is generated by the monomials xiyj with 1 ≤ i < j ≤ n. We order the
generators in lexicographical order induced by x1 > x2 > · · · > xn > y1 > y2 >

· · · > yn. So, we have

x1y2 > x1y3 > · · · > x1yn > x2y3 > x2y4 > · · · > x2yn > · · · > xn−1yn.

We let u1, . . . , u(n
2)

be the generators of in<(JG) as listed above, that is, u1 > · · · >

u(n
2)

, and claim that for each i, the ideal (u1, . . . , ui−1) : ui is generated by a set of
variables. This then implies that in<(JG) has linear quotients.

Note that the set of monomials {uj/ gcd(uj , ui) : 1 ≤ j ≤ i − 1} is the set
of monomial generators of (u1 . . . , ui−1) : ui . For each 1 ≤ l ≤ n − 2, the ideal
(x1y2, . . . , x1yn, x2y3 . . . , x2yn, . . . , xlyl+1, . . . , xlyn) : xl+1yl+2 is generated by
the set {x1, . . . , xl}, while for each 1 ≤ l ≤ n − 2 and l ≤ t ≤ n − 1, the ideal

(x1y2, . . . , x1yn, x2y3 . . . , x2yn, . . . , xlyl+1, . . . , xlyt ) : xlyt+1

is generated by the set {x1, . . . , xl−1, yl+1, . . . , yt }. This completes the proof of the
implication (v) ⇒ (iii) and proof of the theorem. �
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7.3.2 A Lower Bound for the Regularity

Our next goal is to present a lower and an upper bound for the regularity of
a binomial edge ideal. Let G1, . . . ,Gr be the connected components of G. It
is obvious that if Si is the polynomial ring in the indeterminates indexed by
the vertex set of Gi , then S/JG

∼= ⊗r
i=1(Si/JGi

). Therefore, reg(S/JG) =
∑r

i=1 reg(Si/JGi
). This equality shows that it is enough to consider connected

graphs. The reader may then easily derive the bounds for the regularity of binomial
edge ideals for arbitrary graphs.

Let G be a graph. An induced path of G is defined to be an induced subgraph of
G which is isomorphic to a path graph.

Theorem 7.28 Let G be a connected graph on [n], and let � be the length of the
longest induced path of G. Then we have:

(a) reg(JG) ≥ � + 1.
(b) If G is closed, then reg(JG) = reg(in<(JG)) = � + 1.

Proof (a) We will use that

βij (JG) ≥ βij (JGW
)

for any subset W ⊂ [n], where GW is the induced subgraph on W . This inequality
is an immediate consequence of the subsequent Lemma 7.30.

Now let P be an induced path of G of length �. The binomial edge ideal of any
path is generated by a regular sequence of binomials of degree 2 (see Problem 7.3).
Thus, reg(JP ) = � + 1. Since reg(JG) ≥ reg(JP ), the desired result follows.

The proof of (b) of needs more preparations and will be postponed. �
Remark 7.29 In the proof of part (a) we did not use that G is connected. Actually, if
G has the connected components G1, . . . ,Gr with longest induced paths of length
�1, . . . , �r , respectively, then (a) can be improved to obtain: reg(JG) ≥ �1 + · · · +
�r + 1. For the proof one uses the result of part (a) and arguments as in the proof of
Proposition 7.25.

Let a = (a1, . . . , an) ∈ Z
n, we define the support of a as the set

supp(a) = {i : ai �= 0}.

Lemma 7.30 Let W ⊂ [n]. Then for all a ∈ Z
n with supp(a) ⊂ W one has

βi,a(JG) = βi,a(JGW
).

Proof Let

F : · · · →
⊕

a∈Zn

S(−a)βia → · · · →
⊕

a∈Zn

S(−a)β1a → S → 0
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be the Z
n-graded minimal free resolution of S/JG, and consider the subcomplex

F
′ : · · · →

⊕

a∈Zn

supp(a)⊂W

S(−a)βia → · · · →
⊕

a∈Zn

supp(a)⊂W

S(−a)β1a → S → 0.

We claim that F′ is a minimal Zn-graded free resolution of S/JGW
. It is clear that

JGW
is the image of

⊕

a∈Zn

supp(a)⊂W

S(−a)β1a → S. Next we show that F′ is acyclic. To

prove this, it suffices to show that the Z
n-graded component F′

a is acyclic for any
a ∈ Z

n with supp(a) ⊂ W . Indeed, let a ∈ Z
n with supp(a) ⊂ W . Since, for any

b ∈ Z
n, S(−b)a is nonzero if and only if all components of a − b are nonnegative,

it follows that Fa = F ′
a. This implies that F′

a is acyclic. Finally, F′ is minimal since
F is minimal. �

We now turn to the proof of Theorem 7.28(b). For this purpose we have to better
understand the initial ideal of JG when G is closed. We may assume that G is closed
with respect to the given labeling of the vertices. In that case we have that

in<(JG) = (xiyj : {i, j} ∈ E(G))

is the edge ideal of a bipartite graph on the vertex set {x1, . . . , xn}∪{y1, . . . , yn}.
We denote this bipartite graph by in<(G).

A finite simple graph H is called weakly chordal if every induced cycle of H and
of the complementary graph H̄ has length at most 4.

Lemma 7.31 Let G be a connected closed graph on [n]. Then the bipartite graph
in<(G) is weakly chordal.

Proof We set H = in<(G). That H has no induced cycle of length ≥ 5 is easy to
see. Indeed, this is due to the fact that H consists of two complete graphs, say Kx

n

on the vertex set {x1, . . . , xn} and K
y
n on the vertex set {y1, . . . , yn}, together with

the edges {xiyj : i ≥ j} ∪ {xiyj : i < j, {i, j} /∈ E(G)}. Hence, if C is an induced
cycle of H of length ≥ 5, then C contains at least three vertices either from Kx

n , or
from K

y
n . Thus it cannot be an induced cycle of H.

It remains to be shown that H has no induced cycle of length ≥ 5. Assume that
this is not the case. Then there exist an integer k ≥ 3 and an induced cycle C of H

with vertices xi1 , yj1 , . . . , xik , yjk
(labeled clockwise). Then {i�, j�} and {i�+1, j�}

are edges of G for 1 ≤ � ≤ k, where we made the convention that ik+1 = i1.

Furthermore, since G is closed and since i�+1 < j�, j�+1 and j� > i�, i�+1 we also
have that {i�, i�+1} and {j�, j�+1} are edges of G for � = 1, . . . , k.

We may assume that i1 < i2. Suppose there exists � such that i� < j�+1 < j�.
Since {i�, j�} and {j�, j�+1} are edges of G and since G is closed, it follows that
{i�, j�+1} ∈ E(G) which implies that {xi� , yj�+1} ∈ E(H). This is a contradiction,
since C is an induced subgraph of H. Similarly, i�+1 < i� < j� is impossible.
Therefore, for all �, we must have either i� < i�+1 < j� < j�+1 or i�+1 < j�+1 ≤
i� < j�. As i1 < i2, we may choose t to be the largest index such that it < it+1.
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Thus, we get it < it+1 < jt < jt+1 and it+2 < jt+2 ≤ it+1 < jt+1, which implies
that it+2 < jt+2 ≤ it+1 < jt < jt+1. Since {it+2, jt+1} and {jt , jt+1} are edges of
G and G is closed, we obtain {it+2, jt } ∈ E(G) which leads to {xit+2 , yjt } ∈ E(H),
again contradicting the assumption that C is an induced cycle. �

Let Γ be an arbitrary simple graph. An induced matching of Γ is an induced
subgraph of Γ which consists of pairwise disjoint edges. The induced matching
number of Γ , denoted indmatch(Γ ), is the number of edges in a largest induced
matching of Γ .

The following result is crucial for the proof of Theorem 7.28(b).

Proposition 7.32 Let G be a connected graph on [n] which is closed with respect
to the given labeling. Then

indmatch(in<(G)) = �,

where � is the length of the longest induced path of G.

Proof We set H = in<(G). First we show that indmatch(H) ≥ �. This follows
easily since it is obvious that if i0, . . . , i� is an induced path in G of length �, then
the edges

{xi0 , yi1}, {xi1 , yi2}, . . . , {xi�−1 , yi�}

form an induced subgraph of H.

We show now that indmatch(H) ≤ �. Let indmatch(H) = m. Then H has m

pairwise disjoint edges {xi1 , yj1}, . . . , {xim, yjm} that form an induced subgraph of
H. To show the desired inequality we construct a path of length m in G.

As G is closed, we may assume, as we have seen in Theorem 7.7, that all the
facets of the clique complex of G are intervals. We denote by D the set of induced
matchings of H of the form {xi′1 , yj1}, . . . , {xi′m, yjm}, where we fix yj1 , . . . , yjm ,
and define a partial order on D by setting

{xi′1 , yj1}, . . . , {xi′m, yjm} ≤ {xi′′1 , yj1}, . . . , {xi′′m, yjm},

if and only if i′k ≤ i′′k for k = 1, . . . , m.
Since D is a non-empty finite set, we may choose a minimal element in D which

we may call again {xi1 , yj1}, . . . , {xim, yjm}. After a reordering of the edges of this
induced matching we may further assume that i1 < i2 < · · · < im. Then is ≥ s for
all s, and hence by construction it follows that

{xi1 , yj1}, . . . , {xim, yjm}

is an induced matching, satisfying the following condition:

(∗) for all 1 ≤ s ≤ m, if t < s and {t, js} ∈ E(G), then
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{xi1 , yj1}, . . . , {xt , yjs }, {xis+1 , yjs+1}, . . . , {xim, yjm}

is not an induced matching of H .
Note that we also have jt ≤ it+1 for all 1 ≤ t ≤ m − 1. Indeed, if there exists t

such that jt > it+1, then it follows that it < it+1 < jt . We obtain {it+1, jt } ∈ E(G)

and {xit+1 , yjt } ∈ E(H), a contradiction to our hypothesis.
Next we show that, under condition (∗) for the induced subgraph {xi1 , yj1},

. . . , {xim, yjm} of H , we have:

(i) is and is+1 belong to the same clique of G for all 1 ≤ s ≤ m − 1,

(ii) is , is+1, is+2 do not belong to the same clique for any 1 ≤ s ≤ m − 2.

Let us assume that we have already shown (i) and (ii). Then L : i1, i2, . . . , im, jm

is an induced path of G. Indeed, by (i), L is a path in G. Next, it is clear that we
cannot have an edge {is , iq} ∈ E(G) with q − s ≥ 2 by (ii). In addition, {is , jm} /∈
E(G) for any 1 ≤ s ≤ m − 1, since otherwise it follows that {xis , yjm} ∈ E(H)

because is < im < jm. This is a contradiction. Therefore, L is an induced path of
G.

Let us first prove (ii). Suppose that there are three consecutive vertices
is , is+1, is+2 in L which belong to the same clique of G. Hence {is , is+2} ∈ E(G).

As is < js ≤ is+1 < js+1 ≤ is+2 < js+2, we also have {is, js+1} ∈ E(G), which
is impossible.

Finally, we show (i). Let us assume that there exists s such that is and is+1 do not
belong to the same clique of G, in other words, {is , is+1} /∈ E(G). In particular, we
have is < js < is+1. We need to consider the following two cases.

Case (a). {js, is+1} ∈ E(G). We claim that

{xi1 , yj1}, . . . , {xis , yjs }, {xjs , yis+1}, {xis+1 , yjs+1}, . . . , {xim, yjm}

is an induced subgraph of H with pairwise disjoint edges. This will lead to
a contradiction since indmatch(H) = m. To prove our claim, we note that
{xjs , yjs+1} /∈ E(H) by (∗) and {xis , yis+1} /∈ E(H) since {is , is+1} /∈ E(G).

Moreover, if {xiq , yis+1} ∈ E(H) for some q < s, then, as we have iq < is <

js < is+1, we get {iq , js} ∈ E(G), thus {xiq , yjs } ∈ E(H), a contradiction.
Similarly, if {xjs , yjq } ∈ E(H) for some q ≥ s + 2, as js < is+1 < iq < jq , we
get {is+1, jq} ∈ E(G), that is, {xis+1 , yjq } ∈ E(H), again a contradiction.

Case (b). {js, is+1} /∈ E(G). Let then j = min{t : {t, is+1} ∈ E(G)}. Since G is
closed, we must have j > js > is . Let us consider the following disjoint edges
of H :

{xi1 , yj1}, . . . , {xis , yjs }, {xj , yis+1}, {xis+1 , yjs+1}, . . . , {xim, yjm}.

These edges determine an induced subgraph of H, which leads again to a
contradiction to the fact that indmatch(H) = m. Indeed, since j < is+1, it
follows that {j, js+1} /∈ E(G). As in the previous case, we get {xiq , yis+1} /∈
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E(H) for q < s. Let us assume that {xj , yjq } ∈ E(H) for some q ≥ s + 2. Then
{j, jq} ∈ E(G) and since j < is+1 < js+1 < jq, we get {is+1, jq} ∈ E(G) or,
equivalently, {xis+1 , yjq } ∈ E(H), impossible. �

Proof (of Theorem 7.28(b)) We use the fact, shown by Woodroofe [218, Theo-
rem 14], that reg(I (Γ )) = indmatch(Γ )+1 for any weakly chordal graph Γ . Thus,
together with part (a) of Theorem 7.28, Lemma 7.31 and Proposition 7.32 we get

� + 1 ≤ reg(JG) ≤ reg(in<(JG)) = reg(I (H)) = indmatch(H) + 1 = � + 1.

where H = in<(G). This concludes the proof. �
As a consequence of Theorem 7.28 we obtain the following upper bound for the

regularity of JG when G is a closed graph.

Corollary 7.33 Let G be a closed graph, and let m be the number of maximal
cliques of G. Then reg(JG) ≤ m + 1.

Proof Two different edges of an induced path of G cannot belong to the same clique.
It follows that � ≤ m, where � is the length of the longest induced path of G. Thus
Theorem 7.28(b) yields the desired conclusion. �
Example 7.34 In general the inequality given in Corollary 7.33 may be strict. For
example let G be the graph whose cliques are given by the intervals [1, 3], [2, 4],
[3, 5] and [4, 6]. Then m = 4. A longest induced path of G is 1, 2, 4, 5. Its length is
� = 3.

Corollary 7.35 Let G be a closed graph on [n]. Then reg(JG) ≤ n, and equality
holds if and only if G is a path graph.

Proof As before we denote by � the length of the longest induced subgraph of G. By
Theorem 7.28, reg(JG) = �+ 1, and obviously �+ 1 ≤ n. If G is a path graph, then
�+1 = n. On the other hand, if reg(JG) = n and if, as before, m denotes the number
of maximal cliques of G, then Corollary 7.33 implies that n = reg(JG) ≤ m+1 ≤ n,
so that m + 1 = n. This is only possible if G is a path graph. �

7.3.3 An Upper Bound for the Regularity

Surprisingly, Corollary 7.35 holds true without the assumption that G is closed.
Indeed, one has

Theorem 7.36 Let G be a graph on [n]. Then

(a) reg(in<(JG)) ≤ n. In particular, reg(JG) ≤ n.
(b) reg(JG) = n if and only if G is a path.

The proof of the theorem requires some preparations.
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We consider the Z
2n-grading of S = K[x1, . . . , xn, y1, . . . , yn] defined by

deg xi = ei and deg yi = ei+n. Binomial edge ideals are of course not Z2n-graded,
but monomial ideals in S are Z2n-graded. To simplify the notation, we often identify
the multidegree (a, b) = (a1, . . . , an, b1, . . . , bn) ∈ Z

2n with the monomial

xayb = x
a1
1 · · · xan

n y
b1
1 · · · ybn

n .

For a Z
2n-graded S-module M , we write

βi,xayb(M) = βi,(a,b)(M),

and we set

PM(t) =
2n
∑

k=0

∑

(a,b)∈Z2n

βk,(a,b)(M)xaybtk

for the Z
2n-graded Poincaré series of M .

In what follows we shall need to follow general technical result.

Lemma 7.37 Let u1, . . . , ug be monomials in S and I = (u1, . . . , ug). Then

PS/I (t) ≤ 1 +
∑

uj �∈(u1,...,uj−1)

PS/(u1,...,uj−1):uj
(t)uj t,

where the inequality is understood to be coefficientwise.

Proof The assertion follows from the short exact sequences

0 → S/
(

(u1, . . . , uj−1) : uj

) uj−→ S/(u1, . . . , uj−1) → S/(u1, . . . , uj ) → 0

for j = 2, 3, . . . , g, by applying mapping cones. �
We call a path π : s = i0, i1, . . . , ir = t of G weakly admissible (w-admissible,

for short), if s < t and, for k = 1, 2, . . . , r − 1, one has either ik < s or ik > t . The
vertices s and t are called the ends of π and the vertices i1, . . . , ir−1 are called the
inner vertices of π .

For an w-admissible path π : s = i0, i1, . . . , ir = t , we define the monomial

vπ =
(

∏

vk<s

yvk

)(

∏

vk>t

xvk

)

xsyt .

Let P(G) be the set of all w-admissible paths of G, and let < be the
lexicographic order induced by x1 > · · · > xn > y1 > · · · > yn. As a consequence
of Theorem 7.11 we have
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Lemma 7.38 in<(JG) = (vπ : π ∈ P(G)).

The set of generators of in<(JG) given here may be not minimal because for w-
admissible paths the binomials uπfij need not to form a reduced Gröbner basis.

The following result is crucial for the proof of part (a) of Theorem 7.36.

Lemma 7.39 Let π : s = i0, . . . , ir = t be a w-admissible path and let 1 ≤ k ≤
r − 1. Then following holds:

(a) If ik < s, then there is an � > k such that the path π ′ : ik, ik+1, . . . , i� is a
w-admissible path of G and vπ ′ divides xik vπ .

(b) If ik > t , then there is an � < k such that π ′ : i�, i�+1, . . . , ik is a w-admissible
path of G and vπ ′ divides yvk

vπ .

Proof

(a) Let � > k be the smallest integer satisfying ik < i� ≤ t . Then the path π ′ :
ik, ik+1, . . . , i� satisfies the desired condition.

(b) is proved similarly. �
We call a path π ′, satisfying for π condition (a) or (b) in Lemma 7.39, a wedge

of π at ik .
Let g = |P(G)|, we now fix an ordering

π1, π2, . . . , πg

of the admissible paths of G, such that if the length of πi is smaller than that of πj

then i < j . To simplify the notation, we write

vk = vπk

for k = 1, 2, . . . , g. Then in<(JG) = (v1, . . . , vg). By the choice of the ordering,
if πi is a wedge of πj then i < j . This fact immediately implies the following
property.

Lemma 7.40 Let 1 < j ≤ g and let s and t be the ends of πj with s < t . For
any inner vertex k of πj , one has xk ∈ (v1, . . . , vj−1) : vj if k < s and yk ∈
(v1, . . . , vj−1) : vj if k > t .

For a monomial w ∈ S, let

mult(w) = {k ∈ [n] : xkyk divides w}.

Note that, for a squarefree monomial w ∈ S, one has deg w ≤ n + |mult(w)|.
The following proposition together with Theorem 2.19 yields the proof of

Theorem 7.36(a).
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Proposition 7.41 For any monomial w ∈ S and an integer p > 0, one has

βp,w (S/ in<(JG)) = 0 if |mult(w)| ≥ p.

In particular, reg(in<(JG)) ≤ n.

Proof The second statement follows from the first statement together with the fact
that the multigraded Betti numbers of a squarefree monomial ideal are concentrated
in squarefree degrees.

In order to prove the first statement we first introduce the following definition.
Set M = {v1, v2, . . . , vg}. We say that a subset F = {vi1 , vi2 , . . . , vik } ⊂ M with
i1 < · · · < ik is a Lyubeznik subset of M (of size k) if, for j = 1, 2, . . . , k, any
monomial v� with � < ij does not divide lcm(vij , vij+1 , . . . , vik ).

The theorem will be a consequence of the following two claims.

Claim 1 Let F = {vi1 , . . . , vik } be a Lyubeznik subset of M . Then we have:

(i) mult(lcm(F )) contains no inner vertices of πi1 .
(ii) If mult(lcm(F )) contains no inner vertices of πij for j = 2, 3, . . . , k, then

|mult(lcm(F ))| ≤ k − 1.

Claim 2 Let F = {vi1 , . . . , vik } be a Lyubeznik subset of M and w a monomial of
S. Let p > 0 be an integer. Suppose that

(i) βp,w(S/((v1, . . . , vi1−1) : vi1 · · · vik )) �= 0, and that
(ii) mult(w · lcm(F )) contains no inner vertices of πiδ for δ = 2, 3, . . . , k.

Then there is a Lyubeznik subset ˜F = {vj1 , . . . , vj�
} of M and a monomial w̃ such

that

(i’) βp−1,w̃(S/((v1, . . . , vj1−1) : vj1 · · · vj�
)) �= 0,

(ii’) mult(w̃ · lcm(˜F)) contains no inner vertices of πjδ for δ = 2, 3, . . . , �, and
(iii’) |mult(w̃ · lcm(˜F))| − |˜F | = |mult(w · lcm(F ))| − |F | − 1.

We first show that these claims yield the desired result. Let u ∈ S be a monomial
such that βp,u(S/ in<(JG)) �= 0 with p > 0. We show that there is a Lyubeznik
subset F such that

|mult(u)| = |mult(lcm(F ))| − |F | + p, (7.1)

and that F satisfies the assumption of Claim 1(ii).
Note that this proves the desired statement by Claim 1(ii).
Recall in<(JG) = (v1, . . . , vg). By Lemma 7.37, there is a Lyubeznik subset

{vj } of size 1 such that βp−1,u/vj
(S/((v1, . . . , vj−1) : vj )) �= 0. If p = 1, then

u = vj , and the set {vj } has the desired property (7.1). Suppose p > 1. Then the
pair of the Lyubeznik set {vj } and a monomial u/vj satisfies the assumption (i)
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and (ii) of Claim 2. Thus, by applying Claim 2 repeatedly, one obtains a Lyubeznik
subset F = {vi1 , . . . , vik } and a monomial w such that

β0,w(S/((v1, . . . , vi1−1) : vi1 · · · vik )) �= 0, and

|mult(w · lcm(F ))| − |F | = |mult(u)| − p.

The first condition says that w = x0y0, where 0 = (0, . . . , 0), and the second
condition proves that F satisfies the (7.1).

It remains to prove Claims 1 and 2.
Proof of Claim 1: (i) Suppose to the contrary that there is an inner vertex k of

πi1 which belongs to mult(lcm(F )). Let πj be a wedge of πi1 at k. Then j < i1
and vj divides lcm(vi1 , . . . , vik ) by Lemma 7.39. This contradicts the definition of
Lyubeznik sets.

(ii) Let s1, t1, s2, t2, . . . , sk, tk be the ends of πi1 , . . . , πik , where sj < tj for all
j . By (i) and the assumption, mult(lcm(F )) contains no inner vertices of πij for all
j . Hence

|mult(lcm(F ))| ≤ |mult(xs1yt1xs2yt2 · · · xskytk )| ≤ k − 1,

where the last inequality follows from the fact that s1 < t1, . . . , sk < tk .
Proof of Claim 2: We consider two cases.

Case 1: Suppose that mult(w · lcm(F )) contains an inner vertex k of πi1 . We
may suppose that xk divides vi1 (the case that yk divides vi1 is similar). Since by
Claim 1(i), yk does not divide lcm(F ), it follows that yk divides w. Then, as yk ∈
(v1, . . . , vi1−1) : vi1 · · · vik , Lemma 7.40, implies that βp,w(S/((v1, . . . , vi1−1) :
vi1 · · · vik )) �= 0 if and only if βp−1,w/yk

(S/((v1, . . . , vi1−1) : vi1 · · · vik )) �= 0.
Then the pair of the set ˜F = F and the monomial w̃ = w/yk satisfies (i’), (ii’),
and (iii’), as desired.

Case 2: Suppose that mult(w · lcm(F )) contains no inner vertices of πi1 . For j =
1, 2, . . . , i1 − 1, let

vj = vj

gcd(vj , vi1 · · · vik )
.

Then

(v1, . . . , vi1−1) = (v1, . . . , vi1−1) : vi1 · · · vik .

By Lemma 7.37 and (i), there is an 1 ≤ i0 < i1 such that vi0 �∈ (v1, . . . , vi0−1)

and

βp−1,w/vi0

(

S/
(

(v1, . . . , vi0−1) : vi0

)) �= 0. (7.2)
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Let w̃ = w/vi0 and ˜F = {vi0, vi1 . . . , vik }. Since, for � < i0, v� divides vi0 if and
only if v� divides lcm(vi0 , vi1 , . . . , vik ), it follows that ˜F is a Lyubeznik subset.
Also, since

(v1, . . . , vi0−1) : vi0 = (v1, . . . , vi0−1) : vi0vi1 · · · vik ,

(7.2) and the fact w · lcm(F ) = w̃ · lcm(˜F) say that the pair ˜F and w̃ satisfies
(i’), (ii’), and (iii’), as desired. �
We now turn to the proof of part (b) of Theorem 7.36. For that purpose we

introduce some terminology and notation regarding graphs. Let G be a graph on
[n] and v a vertex of G. The set NG(v) = {w : {v,w} ∈ E(G)} is called the
neighborhood of v. The degree of v, denoted degG v, is the cardinality of N(v).

Let {e1, . . . , et } be a set of edges of G. By G \ {e1, . . . , et }, we mean the graph
on the same vertex set as G in which the edges e1, . . . , et are omitted. Here, for an
edge e of G, we simply write G \ e, instead of G \ {e}.

Let v,w be two distinct vertices of G, and assume that e = {v,w} is not an edge
of G. Then we denote by G∪ e the graph on the same vertex set as G and with edge
set E(G∪e) = E(G)∪{e}. Moreover, we let Ge be the graph on [n] with edge set

E(Ge) = E(G)∪ E(G1)∪E(G2),

where G1 is the complete graph on NG(v) and G2 is the complete graph on NG(w).
For an edge e = {i, j} of G we denote the binomial fij = xiyj − xjyi also be

fe. Inductive arguments will be used to prove Theorem 7.36(b). This requires the
following technical results. The first of these results, Proposition 7.42, follows by
standard arguments by considering the exact sequence

0 −→ S/(JH\e : fe)(−2)
fe−→ S/JH\e −→ S/JH → 0.

Proposition 7.42 Let H be a graph and e be an edge of H . Then we have

(a) reg(JH ) ≤ max{reg(JH\e), reg(JH\e : fe) + 1};
(b) reg(JH\e) ≤ max{reg(JH ), reg(JH\e : fe) + 2};
(c) reg(JH\e : fe) + 2 ≤ max{reg(JH\e), reg(JH ) + 1}.

A reference for the proof of the next result is given in the notes at the end of this
chapter.

Theorem 7.43 Let G be a graph and e = {i, j} be an edge of G. Then

JG\e : fe = J(G\e)e + IG,e,

where IG,e = (gπ,t : π : i, i1, . . . , is , j is a path between i, j in G and 0 ≤ t ≤ s)

with gπ,0 = xi1 · · · xis and gπ,t = yi1 · · · yit xit+1 · · · xis for 1 ≤ t ≤ s.

Another tool for the proof of Theorem 7.36(b) is given by
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Lemma 7.44 Let G be a graph on [n], v a simplicial vertex of G with degG(v) ≥ 2,
and e an edge incident with v. Then reg(JG\e : fe) ≤ n − 2.

Proof Let v1, . . . , vt be all the neighbors of the simplicial vertex v, and e1, . . . , et

be the edges joining v to v1, . . . , vt , respectively, where t ≥ 2. Without loss of
generality, assume that e = et . Note that for each i = 1, . . . , t − 1, v, vi, vt is a
path between v and vt in G, so that for all i = 1, . . . , t − 1, xi and yi are in the
minimal monomial set of generators of the ideal IG,e, as defined in Theorem 7.43.
Also, all other paths between v and vt in G \ e contain vi for some i = 1, . . . , t − 1.
Thus, all the monomials corresponding to these paths are divisible by either xi or yi

for some i = 1, . . . , t − 1. Hence, we have IG,e = (xi, yi : 1 ≤ i ≤ t − 1). So
that JG\e : fe = J(G\e)e + (xi, yi : 1 ≤ i ≤ t − 1). The binomial generators of
J(G\e)e corresponding to the edges containing vertices v1, . . . , vt−1, are contained
in IG,e. Let H = (G \ e)e. Then, we have JG\e : fe = JH[n]\{v,v1,...,vt−1} + (xi, yi :
1 ≤ i ≤ t − 1), since v is an isolated vertex of H[n]\{v1,...,vt−1}. Thus, reg(JG\e :
fe) = reg(JH[n]\{v,v1,...,vt−1}). But, reg(JH[n]\{v,v1,...,vt−1}) ≤ n− 2, by Theorem 7.36(a),
since t ≥ 2. Therefore, reg(JG\e : fe) ≤ n − 2, as desired. �

For any graph G we introduce the numerical invariant αG = min{αG(v) : v ∈
V (G)}, where αG(v) is defined to be

(degG(v)

2

) − |E(GN(v))|. Note that αG = 0 is
equivalent to saying that G has a simplicial vertex. For example, let G be the graph
which is shown in Figure 7.4. There we have αG(1) = αG(5) = 0, since the vertices
1 and 5 are both simplicial vertices. On the other hand, αG(3) = αG(4) = 1, and
αG(2) = 2. Hence, αG = 0.

Proof (of Theorem 7.36(b)) By Corollary 7.35, reg(JG) = n, if G is a path. Thus
we may now assume G is not a path and have to prove that reg JG ≤ n − 1.

We first prove this when G contains a simplicial vertex, or equivalently when
αG = 0. For that purpose we use induction on the number of vertices of G. If n = 2,
then G consists of just two isolated vertices, and hence clearly JG = (0), and we
are done. Now let n > 1, and assume that for any graph H over m vertices with
m < n, which is not a path, and has a simplicial vertex, we have reg(JH ) ≤ m − 1.
We distinguish two cases: either G has a vertex of degree 1 or G has no such vertex.
Then, in the first case, by using our induction hypothesis, we show that the desired
bound holds. Next, in the second case, roughly speaking, by removing certain edges,
we reduce our problem to a graph with a vertex of degree 1, and hence we then
conclude the proof of Theorem 7.36(b) in the case that G has a simplicial vertex by
using the first case.

Fig. 7.4 A graph with
αG = 0

2
3

1

4

5
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Case(i): Suppose that G has a simplicial vertex v with deg(v) = 1. Then v has
only one neighbor, say w. Let e = {v,w} be the edge joining v and w. We have
reg(JG\e) = reg(J(G\e)[n]\v ), since v is an isolated vertex of G \ e. Thus, by
Theorem 7.36(a), reg(JG\e) ≤ n − 1. On the other hand, we have reg(JG\e :
fe) = reg(J(G\e)e ), by Theorem 7.43. Note that v is also an isolated vertex of
(G \ e)e, so that we can disregard it in computing the regularity, and hence we
have reg(JG\e : fe) = reg(J((G\e)e)[n]\v ). Thus, reg(JG\e : fe) ≤ n − 2, by the
induction hypothesis, since ((G \ e)e)[n]\v is a graph on n − 1 vertices and since
it has w as a simplicial vertex, and since ((G \ e)e)[n]\v , as well as G \ e, is not
a path. Hence, reg(JG\e : fe) + 1 ≤ n − 1. Thus, by Lemma 7.42(a), we get
reg(JG) ≤ n − 1.

Case(ii): Suppose that all the simplicial vertices of G have degree greater than
one. Let v be a simplicial vertex of G and v1, . . . , vt be all the neighbors of v,
and e1, . . . , et be the edges joining v to v1, . . . , vt , respectively, where t ≥ 2. By
Lemma 7.42(a) and Lemma 7.44, we have reg(JG) ≤ max{reg(JG\e1), n− 1}. If
t > 2, then by applying the same argument to the graph G\e1, we get reg(JG) ≤
max{reg(JG\{e1,e2}), n− 1}. Since degG\{e1,...,el}(v) ≥ 2 for l = 1, . . . , t − 2, we
can repeat this process to obtain reg(JG) ≤ max{reg(JG\{e1,...,et−1}), n−1}. Note
that G \ {e1, . . . , et−1} is a graph on n vertices in which deg(v) = 1. Thus, by
case (i), we have reg(JG\{e1,...,et−1})) ≤ n − 1. Thus, reg(JG) ≤ n − 1.

In order to complete the proof of the theorem we now have to deal with the case
that G has no simplicial vertex. Assume that there exists a graph G on [n] which
does not have any simplicial vertex (in particular, G is not a path) and for which
reg(JG) ≥ n. We may assume that G has the least number of vertices, n, among the
graphs for which the desired inequality does not hold. Moreover, we assume that
αG is the minimum among the graphs on n vertices with this property. Since G does
not contain any simplicial vertex, we have αG ≥ 1, and hence there exists a vertex
v of G which has two neighbors, say v1 and v2, which are not adjacent in G, and
αG = αG(v). Let e = {v1, v2}. By Lemma 7.42(b),

reg(JG) ≤ max{reg(JG∪e), reg(JG : fe) + 2}. (7.3)

Moreover, αG∪e(v) = αG(v) − 1, and hence αG∪e ≤ αG − 1. Since G ∪ e has n

vertices, we have reg(JG∪e) ≤ n − 1, by our choice of G. Note that G ∪ e, as well
as G, is not a path.

Now, we show that reg(JG : fe) + 2 ≤ n − 1. By Theorem 7.43, we have
JG : fe = JGe + IG∪e. Since v1, v, v2 is a path between v1 and v2 in G, we
have IG∪e = (xv, yv) + I(G\v)∪e, and hence JG : fe = JGe + IG∪e = J(G\v)e +
I(G\v)∪e+(xv, yv). Thus, reg(JG : fe) = reg(J(G\v)e +I(G\v)∪e). By Theorem 7.43,
reg(JG\v : fe) = reg(J(G\v)e + I(G\v)∪e), so that reg(JG : fe) = reg(JG\v : fe). On
the other hand, we have reg(JG\v : fe)+2 ≤ max{reg(JG\v), reg(J(G\v)∪e)+1}, by
Lemma 7.42(c), and reg(JG\v) ≤ n − 1, by Theorem 7.36(a). Therefore, it remains
to be shown that reg(J(G\v)∪e) ≤ n − 2.
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We first claim that (G \ v) ∪ e is not a path. To prove the claim, suppose on the
contrary that (G\v)∪e is a path over n−1 vertices. Then, G\v is the disjoint union
of two path graphs πt and πs on two different sets of vertices, where t + s = n − 1.
Note that e joins a vertex of minimum degree of πt and a vertex of minimum degree
of πs , in (G \ v)∪ e. Moreover, v is adjacent to these two vertices in G. So, if s ≤ 2
or t ≤ 2, then G has a simplicial vertex which is a contradiction, by our choice of
G. Suppose now that t ≥ 3 and s ≥ 3. Then v is adjacent to both of the degree 1
vertices of πt and πs in G, since otherwise G has a vertex of degree 1, and hence a
simplicial vertex which contradicts the choice of G. Now suppose that {u,w} is an
edge of πt with degπ1

w = 1. If u is adjacent to v, then w is a simplicial vertex of
G which is a contradiction, because of our choice of G. So, suppose that u is not
adjacent to v. Then u has just two neighbors in G which are not adjacent to each
other, and hence αG(u) = 1. On the other hand, αG(v) ≥ 6, because v is adjacent
to at least four vertices, namely the vertices of degree 1 of πt and πs , and none of
these vertices are adjacent to each other in G. So, we get a contradiction, since by
the definition of αG, we have αG = αG(v) ≤ αG(u). Therefore, (G \ v) ∪ e is not a
path and the claim follows.

Thus, by the choice of G, we have reg(J(G\v)∪e) ≤ n − 2, since (G \ v) ∪ e has
n − 1 vertices. This yields the desired conclusion. �

Problems

7.16 In Theorem 7.28 it was shown that if G is closed and connected, then
reg(JG) = � + 1, where � be the length of the longest induced path of G. Show
by an example that the converse is not true.

7.17 Given integers 2 ≤ m ≤ n, show there exists a graph on [n] such that
reg(JG) = m.

7.18 Let Cn be a cycle of length n. Compute reg(JG).

7.19 Characterize those trees G on the vertex set [n] for which reg(JG) = n − 1.

7.20 Let G be closed graph. Show that βi,2i (S/JG) = βi,2i (S/ in<(JG)), where
< denotes the lexicographic order on S = K[x1, . . . , xn, y1, . . . , yn] induced by
x1 > · · · > xn > y1 > · · · > yn.

7.4 Koszul Binomial Edge Ideals

In this section we study the Koszul property of the K-algebras defined by binomial
edge ideals. Let G be a finite simple graph on the vertex set [n], K a field and
JG ⊂ S = K[x1, . . . , xn, , y1, . . . , yn] the binomial edge ideal of G. We call G

Koszul, if for some base field K , the standard graded K-algebra S/JG is Koszul.
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7.4.1 Koszul Graphs

For the study of Koszul graphs it is enough to consider connected graphs. Indeed,
one has

Proposition 7.45 Let G be a graph with connected components G1, . . . ,Gr . Then
G is Koszul if and only if Gi is Koszul for 1 ≤ i ≤ r.

Proof The proof follows from Problem 2.29 because S/JG
∼= ⊗r

i=1 Si/JGi
, where

Si = K[{xj , yj : j ∈ V (Gi)}] for 1 ≤ i ≤ r. �
The following result shows that Koszulness is inherited by induced subgraphs.

Proposition 7.46 Let G be a Koszul graph, and let H be an induced subgraph of
G. Then H is Koszul.

Proof We may assume that V (H) = [k]. Let S = K[x1, . . . , xn, y1, . . . , yn] and
T = K[x1, . . . , xk, y1, . . . , yk]. Then T/JH is an algebra retract of S/JG. Indeed,
let L = (xk+1, . . . , xn, yk+1, . . . , yn). Then the composition T/JH → S/JG →
S/(JG,L)∼=T/JH of the natural K-algebra homomorphisms is an isomorphism. It
follows therefore from Theorem 2.31 that H is again Koszul. �

As an application of Proposition 7.46 we have

Theorem 7.47 Let G be a Koszul graph. Then G is chordal and claw free.

Proof Suppose that G is not claw free. Then there exists an induced subgraph H

of G which is isomorphic to a claw. We may assume that V (H) = {1, 2, 3, 4}, and
let R = K[x1, . . . , x4, y1, . . . , y4]. A computation with Singular [49] shows that
β

R/JH

3,5 (K) �= 0. Thus H is not Koszul. By Proposition 7.46, this contradicts our
assumption that G is Koszul.

Suppose that G is not chordal. Then there exists a cycle C of length ≥ 4 which
has no chord. Then C is an induced subgraph and hence should be Koszul. We may
assume that V (C) = {1, 2, . . . , m} with edges {i, i + 1} for i = 1, . . . , m − 1 and
edge {1,m} and set T = K[x1, . . . , xm, y1, . . . , ym]. We claim that βT

2,m(T /JC) �=
0. For m > 4, this will imply that C is not Koszul, see Theorem 2.32(b). That a
4-cycle is not Koszul can again be directly checked with Singular [49]. Again, by
Proposition 7.46, this contradicts the assumption that G is Koszul.

In order to prove the claim, we let F = ⊕m
i=1 T ei and consider the free

presentation

ε : F → JC −→ 0, ei �→ fi,i+1 for i = 1, . . . , m

For simplicity, here and in the following, we read m + 1 as 1.
Obviously, g = ∑m

i=1(
∏m

j=1 xj )/(xixi+1)ei ∈ Ker ε. We will show that g is a
minimal generator of Ker ε. Indeed, let g′ = ∑m

i=1 giei ∈ Ker ε be an arbitrary
relation, and suppose that some gj = 0. Since the fi,i+1 for i �= j form a regular
sequence, it then follows that all the other gi belong to JC . However, since the
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coefficients of g do not belong to JC , we conclude that g cannot be written as a
linear combination of relations for which one of its coefficients is zero.

Now assume that all gi �= 0. Let εi denote the ith canonical unit vector of Zn.
Since JC is a Z

n-graded ideal with degZn xi = degZn yi = εi , we may assume that
g′ = ∑

i=1 giei is a homogeneous relation where degZn ei = deg fi,i+1 = εi + εi+1
and gi is homogeneous satisfying degZn g′ = degZn gi + εi + εi+1 for all i. This
is only possible if degZn g′ ≥ ∑m

i=1 εi , coefficientwise. In particular it follows that
deg g′ ≥ m, where deg g′ denotes the total degree of g′. Thus g cannot be a linear
combination of relations of lower (total) degree and hence is a minimal generator of
Ker ε. Since deg g = m, we conclude that βT

2,m(T /JC) �= 0. �
Corollary 7.48 Let G be a forest (i.e. a graph without cycles). Then G is Koszul if
and only if each component of G is a path graph.

Proof By Proposition 7.45 we may assume that G is connected and have to show
that G is Koszul if and only if G is a path graph. If G is a path graph, then JG

is a closed graph, and hence Koszul. On the other hand, if G is not a path, then it
contains an induced claw, and hence is not Koszul.

Let G be a graph. A vertex v of G is called a simplicial vertex of G, if v belongs
to exactly one maximal clique of G.

Proposition 7.49 Let G1 be a graph with simplicial vertex v, G2 a graph with
simplicial vertex v′, and assume that V (G1)∩V (G2) = ∅. Then the linear forms
�x = xv − xv′ and �y = yv − yv′ form a regular sequence on S′/JG′ where G′ is the
graph whose connected components are G1 and G2 and where S′ is the polynomial
ring in which JG′ is defined.

Proof We first show that ly is regular on S′/JG′ . Since

JG′ : ly =
⋂

T ∈C (G′)
(PT : ly),

it is sufficient to verify that

PT : ly = PT for all T ∈ C (G′).

We actually show that ly �∈ PT . Then this implies that PT : ly = PT , because PT is
a prime ideal. We have

PT = (
⋃

i∈T

{xi, yi}, JG̃′
1
, . . . , J

G̃′
c(T )

).

By Proposition 7.22 it follows that

ly /∈ (
⋃

i∈T

{xi, yi}),



7.4 Koszul Binomial Edge Ideals 211

since v and v′ are simplicial vertices. Since ly is a linear form, it cannot be obtained
by a linear combination of the quadratic generators of PT , hence ly �∈ PT , as desired.

Next we claim that (JG′ , ly) : lx = (JG′ , ly). We may assume that V (G1) =
{1, 2, . . . , n}, V (G2) = {n + 1, . . . , m + n}, v = n and v′ = n + 1. For the proof
of the claim we describe the Gröbner basis of JG′ + (ly). We fix the lexicographic
order induced by

x1 > x2 > · · · > xn+m > y1 > y2 · · · > yn+m. (7.4)

Given an admissible path

π : i = i0, i1, . . . , ir = j

from i to j with i < j we associate the monomial

uπ = (
∏

ik>j

xik )(
∏

i�<i

yi�).

Then, as shown in Theorem 7.11,

G ′ = {uπfij : π is an admissible path from i to j}. (7.5)

is a Gröbner bases of JG′ .
We claim that

G = {ly} ∪ {uπfij : π is an admissible path from i to j �= n}∪
∪ {uπ(xiyn+1 − xnyi) : π is an admissible path from i to j = n}. (7.6)

is a Gröbner basis of JG′ + (ly).
Let G0 = G ′ ∪ {ly}. By (7.5) and Buchberger’s criterion all the S-pairs of

polynomials in G ′ reduce to 0. Hence we only have to consider the S-pairs

S(ly, uπfij )

for all uπfij ∈ G ′. If yn does not divide in(uπfij ) = uπxiyj , the S-pair reduces
to 0. If yn divides uπxiyj , then π is an admissible path of G1, and since n is the
maximal in the labeling of V (G1), by the definition of an admissible path, j = n.
Therefore,

S(ly, uπfin) = −uπ(xiyn+1 − xnyi)
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with in(−uπ(xiyn+1 − xnyi)) = −uπxiyn+1. We want to show that

G1 = {ly} ∪ {uπfij : π is an admissible path from i to j}∪
∪{uπ(xiyn+1 − xnyi) : π is an admissible path from i to j = n}. (7.7)

is a Gröbner basis of JG′ + (ly). Since S(ly, uπfij ) reduce to 0 by the binomials
described in the third set of (7.7) and since S(uπfij , uσ fkl) reduce to 0 by the
binomials described in the second set of (7.7), it remains to investigate the S-pairs
of the form

(1) S(uπ(xiyn+1 − xnyi), uσ (xj yn+1 − xnyj )) and
(2) S(uπ(xiyn+1 − xnyi), uσ fkl).

Case (1): If i = j , then the S-polynomial itself is 0. If i �= j , then

S(uπ(xiyn+1 − xnyi), uσ (xj yn+1 − xnyj )) = S(uπfin, uσ fjn),

and the assertion follows since G1 ⊃ G ′.
Case (2): If {k, l}∩{i, n+1} = ∅ or i = l, then in(xiyn+1−xnyi) and in(fkl) form

a regular sequence. Hence the corresponding S-pair reduces to 0. If n+1 ∈ {k, l},
then σ is an admissible path in G2 and in(fkl) = xn+1yl . Therefore in this case
the initial monomials form a regular sequence, too.

It remains to consider the case i = k. We observe that there exists a monomial w

such that

S(uπ(xiyn+1 − xnyi), uσ fil) = w(xlyn+1 − xnyl), (7.8)

and

S(uπfin, uσ fil) = wfln (7.9)

Since (7.9) reduces to 0 in G1, there exists f ∈ G1 such that in(f ) divides wxlyn.
If yn divides in(f ), then f = uτfjn, and this implies that f ′ = uτ (xj yn+1 −

xnyj ) ∈ G1. Therefore the remainder of wfln with respect to f is equal to the
remainder of w(xlyn+1 − xnyl) with respect to f ′ and reduce to 0.

If yn does not divide in(f ), then in(f ) divides wxl and hence divides the initial
term of (7.8). That is, the remainder of wfln with respect to f is

w′fl′n (7.10)

for some monomial w′, and at the same time the remainder of w(xlyn+1 − xnyl)

with respect of f is

w′(xl′yn+1 − xnyl′). (7.11)
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Proceeding as before, since w′fl′n is not zero and reduces to 0, we can apply
the same reduction step to w′fl′n and w′(xl′yn+1 − xnyl′) following the arguments
applied to the binomials in the second terms of Equations (7.8) and (7.9). Thanks to
Buchberger’s algorithm, since the expression (7.10) reduces to 0 in a finite number
of steps, also the expression (7.11) reduces to 0 by the same number of steps.

Hence G1 is a Gröbner basis and we can remove the reducible polynomials uπfij

with j = n since their initial terms are divisible by in(ly) = yn. The claim follows.
Therefore

in(JG′ + (ly)) = (yn, uπxiyj , uπxi′yn+1) with i < j �= n, i′ < n. (7.12)

Suppose that f ∈ (JG′ + ly) : lx , that is, f (xn − xn+1) ∈ (JG′ + (ly)). Then
in(f (xn − xn+1)) = in(f )xn ∈ in(JG′ + (ly)). We observe that xn does not divide
any monomial in the minimal set of generators of in(JG′ + (ly)). In fact, i �= n and
i′ �= n by (7.12). Let π be an admissible path such that there exists k with 1 ≤ k < r

and ik = n. Since n is a simplicial vertex in a clique F ∈ Δ(G′), π contains at least
2 vertices u, w ∈ F with n /∈ {u,w}. But since {u,w} ∈ E(G), π is not admissible.
Hence in(f ) ∈ in(JG′ + (ly)). Thus we have shown that in(JG′ + (ly) : lx) ⊂
in(JG′ + (ly)). Since the other inclusion is trivially true, we get in(JG′ + (ly)) =
in(JG′ + (ly) : lx), and since JG′ + (ly) ⊂ JG′ + (ly) : lx we finally deduce from
this that JG′ + (ly) = JG′ + (ly) : lx , as desired. �

Let G1 and G2 be two graphs with V (G1) ∩ V (G2) = {v}, and v is a simplicial
vertex of G1 and G2. Let G = G1 ∪G2 with V (G) = V (G1)∪V (G2) and E(G) =
E(G1) ∪ E(G2). We say that G is obtained by gluing G1 and G2 along the vertex
v.

The following result allows us to construct families of Koszul graphs.

Theorem 7.50 Let G be a graph obtained by gluing the graphs G1 and G2 along
a vertex. Then G is Koszul if and only if G1 and G2 are Koszul.

Proof Let V (G) = [n] and assume that G1 and G2 are glued along the vertex
v ∈ [n]. Let v′ be a vertex which does not belong to V (G) and let G′

2 be the graph
with V (G′

2) = (V (G2)\{v})∪{v′} whose edge set is E(G′
2) = E(G2\{v})∪{{i, v′} :

{i, v} ∈ E(G2)}. We set S = K[x1, . . . , xn, y1, . . . , yn] and S′ = S[xv′ , yv′ ]. Let
�x = xv − xv′ and �y = yv − yv′ . By Proposition 7.49, �x, �y is a regular sequence
on S′/JG′ , where G′ is the graph whose connected components are G1 and G′

2.

Moreover, we obviously have

S′/(JG′ , �x, �y) ∼= S/JG.

Hence, Corollary 2.22 implies that G is Koszul if and only if G′ is Koszul. Next,
by Proposition 7.45, we see that G′ is Koszul if and only its connected components,
namely G1 and G′

2, are Koszul. Finally, we observe that G′
2 is Koszul if and only if

G2 is so. �
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The following corollary presents a class of chordal and claw-free graphs which
are Koszul.

Corollary 7.51 Let G be a chordal and claw-free graph with the property that
Δ(G) admits a leaf order F1, . . . , Fr such that for all i > 1, the facet Fi intersects
any of its branches in only one vertex. Then G is Koszul.

Proof We proceed by induction on r. If r = 1, there is nothing to prove since
any clique is Koszul. Let r > 1 and assume that the graph G′ with Δ(G′) =
〈F1, . . . , Fr−1〉 is Koszul. We may assume that Fr−1 is a branch of Fr and let
{v} = Fr ∩ Fr−1. The desired statement follows by applying Theorem 7.50 for
G′ and the clique Fr , once we show that v is a simplicial vertex of G′.

Let us assume that v is not free in G′ and choose a maximal clique Fj with
j ≤ r − 2 such that v ∈ Fj . We may find three vertices a, b, c ∈ V (G) such
that a ∈ Fr \ (Fr−1 ∪ Fj ), b ∈ Fr−1 \ (Fr ∪ Fj ), and c ∈ Fj \ (Fr ∪ Fr−1). If
{a, b} ∈ E(G), then there exists a maximal clique Fk with k ≤ r − 1 such that
a, b ∈ Fk. This implies that a ∈ Fk ∩ Fr ⊂ {v}, contradiction. Therefore, {a, b}
is not an edge of G. Similarly, one proves that {a, c} /∈ E(G). Let us now assume
that {b, c} ∈ E(G). The clique on the vertices v, b, c is contained in some maximal
clique Fk . We have k ≤ r−2 since Fk �= Fr−1. Then it follows that |Fk ∩Fr−1| ≥ 2
which is a contradiction to our hypothesis on G. Consequently, we have proved that
{a, b}, {b, c}, {a, c} /∈ E(G). Hence, G contains a claw as an induced subgraph,
contradiction. Therefore, v is a simplicial vertex of G′. �

The net displayed in Figure 7.3 satisfies the conditions of Corollary 7.51 but is
not closed, while the tent displayed in the same figure happens to be chordal but
not Koszul. That the tent is not Koszul can be seen as follows: we label the tent as
shown in Figure 7.5.

First observe that the graph G′ restricted to the vertex set [4] is Koszul by Corol-
lary 7.51, and that B = K[x1, . . . , x4, y1, . . . , y4]/JG′ is an algebra retract of A =
K[x1, . . . , x6, y1, . . . , y6]/JG with retraction map A → A/(x5, x6, y5, y6)∼=B.
Thus if A would be Koszul, the ideal (x5, x6, y5, y6) would have to have an A-
linear resolution, see Theorem 2.31. It can be verified with Singular [49] that this is
not the case.

Fig. 7.5 The tent is not
Koszul

3 5

2 4

6

1
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7.4.2 Koszul Flags and Koszul Filtrations for Closed Graphs

In this subsection it will be shown that S/JG has a Koszul filtration for any closed
graph. We first characterize closed graphs by the property that the variables xi form
a Koszul flag of S/JG for a suitable order of them. Here any chain of ideals (0) =
I0 ⊂ I1 ⊂ . . . ⊂ Im of S/JG generated by linear forms is called a Koszul flag of
S/JG, if for all j , Ij+1/Ij is cyclic and the annihilator of Ij+1/Ij is generated by
linear forms.

Consider the ideal I which is generated by the binomial x1x3 − x2x3. Then I :
x3 = (I, x1 − x2) = (x1 − x2). Thus, in general, one cannot expect that the ideals
(I, xi+1, . . . , xn) : xi are generated by a subset of the variables modulo I , even
when I is a binomial ideal. Therefore some additional assumptions on the Gröbner
basis of I are required to have monomial colon ideals.

Theorem 7.52 Let I ⊂ R = K[x1, . . . , xn] be an ideal generated by quadratic
binomials, and let < be the reverse lexicographic order induced by x1 > x2 > · · · >

xn. Let f1, . . . , fm be the degree 2 binomials of the reduced Gröbner basis of I with
respect to <. Let fi = ui − vi for i = 1, . . . , m, and assume that gcd(ui, vi) = 1
for all i. Then, for all i, we have:

(a) [(I, xi+1, . . . , xn) : xi]1 = [(in<(I), xi+1, . . . , xn) : xi]1;
(b) Suppose I has a quadratic Gröbner basis with respect to <. Then

(I, xi+1, . . . , xn) : xi = (I, xi+1, . . . , xn, {xj : j ≤ i, xj xi ∈ in<(I)}),

and

(in<(I), xi+1, . . . , xn) : xi=(in<(I), xi+1, . . . , xn, {xj : j≤i, xj xi∈ in<(I)}).

Proof

(a) Let � = ∑n
k=1 akxk be a linear form. First suppose that �xi ∈ (I, xi+1, . . . , xn).

We may assume that ak = 0 for k > i. Let xj = in<(�). Then j ≤ i

and xjxi ∈ in<(I, xi+1, . . . , xn) = (in<(I), xi+1, . . . , xn). Therefore, there
exists fk with in<(fk) = xjxi . Thus, if fk = xjxi − xrxs , then s ≥ i.
However, since gcd(uk, vk) = 1, we see that s > i. This implies that
xjxi ∈ (I, xi+1, . . . , xn) and, consequently, (� − ajxj )xi ∈ (I, xi+1, . . . , xn).
Since xj ∈ (in<(I), xi+1, . . . , xn) : xi , induction on in<(�) shows that � ∈
(in<(I), xi+1, . . . , xn) : xi.

Conversely, suppose � ∈ (in<(I), xi+1, . . . , xn) : xi . Since (in<(I), xi+1,

. . . , xn) is a monomial ideal, we may assume that � is a monomial and
� �∈ (in<(I), xi+1, . . . , xn), say, � = xj . Then j ≤ i and xjxi ∈
(in<(I), xi+1, . . . , xn). As before, there exists fk = xjxi − xrxs with
r ≤ s and s > i. It follows that xjxi ∈ (I, xi+1, . . . , xn). and hence
xj ∈ (I, xi+1, . . . , xn) : xi .
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(b) Suppose that G = {f1, . . . , fm} is the reduced Gröbner basis of I with respect
to <. Let Ji = (I, xi+1, . . . , xn) : xi and

J ′
i = (I, xi+1, . . . , xn, {xj : j ≤ i, xj xi ∈ in<(I)}).

One has J ′
i ⊂ Ji . To see why this is true, suppose that xjxi ∈ in<(I) with

j ≤ i. Then there is fk = xjxi − xpxq ∈ G with in<(fk) = xjxi . Since j ≤ i,
it follows that either p > i or q > i. Hence xpxq ∈ (I, xi+1, . . . , xn). Thus
xjxi ∈ (I, xi+1, . . . , xn) and xj ∈ Ji , as required.

Now, let A denote the set of homogeneous polynomials f ∈ S of degree ≥ 1
which belong to Ji with the property that none of the monomials appearing in f

belongs to J ′
i . Suppose that A �= ∅. Among the polynomials belonging to A , we

choose f ∈ A such that in<(f ) ≤ in<(g) for all g ∈ A . Let u = in<(f ). Since
xif ∈ (I, xi+1, . . . , xn), one has xiu ∈ (in<(I), xi+1, . . . , xn). Since u �∈ J ′

i , it
follows that xiu ∈ in<(I). Thus there is f� = xpxq − xrxs with in<(f ) = xpxq

such that xpxq divides xiu. If, say, p = i, then xq divides u. Thus q ≤ i. Since
xixq ∈ in<(I), one has xq ∈ J ′

i . This contradicts our assumption that u �∈ J ′
i . Thus

p �= i, q �= i and xpxq divides u. Let w = (u/xpxq)xrxs and f ′ = f − a(u − w),
where a �= 0 is the coefficient of u in f . Since u − w ∈ I , one has f ′ ∈ Ji . Since
u �∈ J ′

i , one has w �∈ J ′
i . Thus f ′ ∈ A and in<(f ′) < in<(f ). This contradicts the

choice of f ∈ A . Hence A = ∅ and Ji = J ′
i , as desired.

The proof of the corresponding statement for in<(I) is obvious. �
Before continuing we introduce some notation. For k ∈ [n], we let

N<(k) = {j : j < k, {j, k} ∈ E(G)} and N>(k) = {j : j > k, {k, j} ∈ E(G)}.

For the following proofs it will be useful to note that, provided that they are
nonempty, each of these sets are intervals if the graph G is closed with respect to its
labeling. Indeed, let us take i ∈ N<(k). In particular, we have {i, k} ∈ E(G). Then,
as all the maximal cliques of G are intervals (see Theorem 7.7 ), it follows that for
any i ≤ j < k, {j, k} ∈ E(G), thus j ∈ N<(k). A similar argument works for
N>(k).

Theorem 7.53 Let G be a connected graph on the vertex set [n]. The following
conditions are equivalent:

(i) G is closed with respect to the given labeling;
(ii) the sequence xn, xn−1, . . . , x1 has linear quotients modulo JG, and hence

establishes a Kosul flag.

Proof (i) ⇒ (ii): Let G be closed with respect to the given labeling. It follows
that the generators of JG form the reduced Gröbner basis of JG with respect to the
reverse lexicographic order induced by y1 > · · · > yn > x1 > · · · > xn. Let i ≤ n.



7.4 Koszul Binomial Edge Ideals 217

The generators of in<(JG) which are divisible by xi are exactly xiyj where i < j

and {i, j} ∈ E(G). Hence, by using Theorem 7.52 (b), we get

(x̄n, x̄n−1, . . . , x̄i+1) : x̄i = (x̄n, x̄n−1, . . . , x̄i+1, {ȳj : j ∈ N>(i)}). (7.13)

Here f̄ denotes the residue class for a polynomial f ∈ S modulo JG.
(ii) ⇒ (i): We may suppose that x̄n, x̄n−1, . . . , x̄1 has linear quotients and show

that G is closed with respect to the given labeling. In fact, assume that G is not
closed. Then there exist {i, j}, {i, k} ∈ E(G) with i < j < k or i > j > k and such
that {j, k} �∈ E(G).

Let us first consider the case that i < j < k. Since

x̄j ȳi ȳk = x̄i ȳj ȳk = x̄kȳi ȳj ,

we see that ȳi ȳk ∈ (x̄n, . . . , x̄j+1) : x̄j .
We claim that ȳi ȳk is a minimal generator of (x̄n, . . . , x̄j+1) : x̄j , contradicting

the assumption that x̄n, x̄n−1, . . . , x̄1 has linear quotients. Indeed, suppose that ȳi ȳk

is not a minimal generator of (x̄n, . . . , x̄j+1) : x̄j , then there exist linear forms �1
and �2 in S such that �̄1�̄2 = ȳi ȳk and at least one of the forms �̄1, �̄2 belongs to
(x̄n, . . . , x̄j+1) : x̄j .

Now we observe that JG is Zn-graded with deg xi = deg yi = εi for all i, where
εi is the ith canonical unit vector of Zn. It follows that the �̄i are multi-homogeneous
as well with deg �̄1�̄2 = εi + εk , say deg �̄1 = εi and deg �̄2 = εk . Thus �1 =
axi + byi and �2 = cxk + dyk with a, b, c, d ∈ K . Let us first assume that �̄1 ∈
(x̄n, . . . , x̄j+1) : x̄j . We get

axixj + bxjyi ∈ (JG, xn, . . . , xj+1)

which implies that

in<(axixj + bxjyi) ∈ in<(JG, xn, . . . , xj+1) = ((in< JG), xn, . . . , xj+1).

Here < denotes the reverse lexicographic order induced by y1 > · · · > yn > x1 >

· · · > xn. It follows that xixj ∈ in<(JG) or xjyi ∈ in<(JG), which is impossible
since the generators of degree 2 of in<(JG) are of the form xky� with {k, �} ∈ E(G)

and k < �.

Let us now consider the case that �̄2 ∈ (x̄n, . . . , x̄j+1) : x̄j . We get cxkxj +
dxjyk ∈ (JG, xn, . . . , xj+1). If d �= 0, we obtain xjyk ∈ (JG, xn, . . . , xj+1) and,
therefore, xjyk ∈ (in<(JG), xn, . . . , xj+1) which implies that xjyk ∈ in<(JG),
a contradiction since {j, k} �∈ E(G) by assumption. Therefore, we must have
�2 = cxk for some c ∈ K \ {0}. The equation �̄1�̄2 = ȳi ȳk implies that
cxk(axi + byi) − yiyk ∈ JG. It follows that one of the monomials xixk, xkyi, yiyk

belongs to in<(JG), contradiction.
Finally, we consider the case that i > j > k. Then xifjk ∈ JG, and so

f̄jk ∈ (x̄n, . . . , x̄i+1) : x̄i . By similar arguments as above, we show that f̄jk is
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a minimal generator of (x̄n, . . . , x̄i+1) : x̄i . Suppose that there exist linear forms
�1 = axj + byj and �2 = cxk + dyk such that g = fjk − �1�2 ∈ JG. Since no
monomial in the support of g belongs to in<(G) (with the monomial order as in
the previous paragraph), it follows that g �∈ JG, a contradiction. Hence, we see that
(x̄n, . . . , x̄i+1) : x̄i is not generated by linear forms. �
Lemma 7.54 Let 0 ≤ k ≤ n− 1, N>(k) = {k + 1, . . . , �} for some � ≥ k + 1, and
N<(k + 1) = {i, i + 1, . . . , k} for some i ≤ k. Then:

(a) (JG, xn, . . . , xk+1, yk+2, . . . , y�) : yk+1 = (JG, xn, . . . , xk+1, xk, . . . , xi,

yk+2, . . . , y�);
(b) for k + 2 ≤ s ≤ �, ys is regular on (JG, xn, . . . , xi, ys+1, . . . , y�).

Proof

(a) Let r ∈ N<(k + 1). Then

xryk+1 = (xryk+1 − xk+1yr) + xk+1yr ∈ (JG, xn, . . . , xk+1).

This shows the inclusion ⊇ .

For the other inclusion, let f ∈ S such that fyk+1 ∈ (JG, xn, . . . , xk+1,

yk+2, . . . , y�). If H is the restriction of G to the set [k], then (JG, xn, . . . , xk+1,

yk+2, . . . , y�) = (JH , xn, . . . , xk+1, yk+2, . . . , y�, {xryj : r ≤ k < j, {r, j} ∈
E(G)}). Let us observe that, if {r, j} ∈ E(G) with r ≤ k < j, then, as G is
closed, we have {k, j} ∈ E(G), thus j ∈ {k + 1, . . . , �}. Therefore, we get

(JG, xn, . . . , xk+1, yk+2, . . . , y�) = (JH , xn, . . . , xk+1,

yk+2, . . . , y�, xiyk+1, . . . , xkyk+1).

By inspecting the S–polynomials of the generators in the right side of the above
equality of ideals, it follows that

in<(JG, xn, . . . , xk+1, yk+2, . . . , y�) =

(in<(JH ), xn, . . . , xk+1, yk+2, . . . , y�, xiyk+1, . . . , xkyk+1).

Here < denotes the lexicographic order on S = K[x1, . . . , xn, y1, . . . , yn]
induced by the natural order of the variables.

It follows that

in<(f )yk+1 ∈ (in<(JH ), xn, . . . , xk+1, yk+2, . . . , y�, xiyk+1, . . . , xkyk+1),

which implies that in<(f ) ∈ (in<(JH ), xn, . . . , xk+1, xk, . . . , xi, yk+2, . . . , y�).

Hence, either in<(f ) ∈ (xn, . . . , xk+1, xk, . . . , xi, yk+2, . . . , y�) or in<(f ) ∈
in<(JH ). In both cases we may proceed by induction on in<(f ). In the first
case, let a be the coefficient of in<(f ) in f . Then g = f − a in<(f ) has
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in<(g) < in<(f ) and gyk+1 ∈ (JG, xn, . . . , xk+1, yk+2, . . . , y�). In the second
case, let h ∈ JH and c ∈ K \ {0} such that in<(h − cf ) < in<(f ). Thus, if
g = h − cf, it follows that

gyk+1 ∈ (JG, xn, . . . , xk+1, yk+2, . . . , y�)

as well.
(b). Let k + 2 ≤ s ≤ �. It is enough to show that ys is regular on the initial ideal of

(JG, xn, . . . , xi, ys+1, . . . , y�). Let H be the restriction of G to the set [i]. Then

in<(JG, xn, . . . , xi, ys+1, . . . , y�) =

in<(JH , xn, . . . , xi, ys+1, . . . , y�, {xryj : r < i < j, {r, j} ∈ E(G)}) =

(in<(JH ), xn, . . . , xi, ys+1, . . . , y�, {xryj : r < i < j, {r, j} ∈ E(G)}).

The last equality from above may be easily checked by observing that the S–
polynomials S(fr�, xryj ) reduce to 0 for any r < � ≤ i < j with {r, �} ∈
E(H).

We claim that ys does not divide any of the generators of

(in<(JH ), xn, . . . , xi, ys+1, . . . , y�, {xryj : r < i < j, {r, j} ∈ E(G)}).

Obviously, ys does not divide any of the generators of in<(JH ). Next, if {r, s} ∈
E(G) for some r < i < k+1 < s, then, as G is closed, we get {r, k+1} ∈ E(G),
contradiction to the fact that i = min N<(k + 1). This shows that none of the
generators xryj is divisible by ys . �

Theorem 7.55 Let G be a closed graph. Then R = S/JG has a Koszul filtration.

Proof Let G be closed with respect to its labeling. We set f̄ for f mod(JG) ∈
R = S/JG. For k ∈ [n − 1], let N>(k) = {k + 1, . . . , �k} and N<(k + 1) =
{ik, ik + 1, . . . , k}.

Let us consider the following families of ideals:

F1 =
n−1
⋃

k=1

{(x̄n, . . . , x̄1, ȳn, . . . , ȳk), (x̄n, . . . , x̄k)},

F2 =
n−1
⋃

k=1

{(x̄n, . . . , x̄k+1, ȳk+1, . . . , ȳ�k
), (x̄n, . . . , x̄k+1, ȳk+2, . . . , ȳ�k

)},

and

F3 =
n−1
⋃

k=1

{(x̄n, . . . , x̄ik , ȳs , . . . , ȳ�k
) : k + 2 ≤ s ≤ �k}.
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Fig. 7.6 The net has a
Koszul filtration

4

2

3

1

5 6

We claim that the family F = F1 ∪F2 ∪F3 ∪ {(0)} is a Koszul filtration of R.
We have to check that, for every I ∈ F , there exists J ∈ F such that I/J is cyclic
and J : I ∈ F .

Let us consider I = (x̄n, . . . , x̄1, ȳn, . . . , ȳk) ∈ F1. Then, for J = (x̄n, . . . , x̄1,

ȳn, . . . , ȳk+1) ∈ F1, we have J : I = J since ȳk is obviously regular on R/J.

For I = (x̄n, . . . , x̄k) ∈ F1 with 1 ≤ k ≤ n − 1, we take J = (x̄n, . . . , x̄k+1) ∈
F1. Then, by (7.13), we get J : I = (x̄n, . . . , x̄k+1, ȳk+1, . . . , ȳ�k

) ∈ F2. In
addition, for I = (x̄n), we have (0) : I = (0) since x̄n is regular on R.

Let us now choose I ∈ F2, I = (x̄n, . . . , x̄k+1, ȳk+1, . . . , ȳ�k
) for some 1 ≤

k ≤ n − 1. Then, J = (x̄n, . . . , x̄k+1, ȳk+2, . . . , ȳ�k
) ∈ F2 and, by Lemma 7.54

(a), we have J : I = (x̄n, . . . , x̄ik , ȳk+2, . . . , ȳ�k
) ∈ F3.

Finally, if I ∈ F3, I = (x̄n, . . . , x̄ik , ȳs , . . . , ȳ�k
) for some k + 2 ≤ s ≤ �k, we

take J = (x̄n, . . . , x̄ik , ȳs+1, . . . , ȳ�k
) ∈ F3. By Lemma 7.54 (b), we get J : I = J

since ȳs is regular on R/J. �
The following example shows that the converse of Theorem 7.55 is not true. In

other words, there exist Koszul graphs G which are not closed such that R = S/JG

has a Koszul filtration.

Example 7.56 Let G be the net labeled as in Figure 7.6.
As we have seen in Section 7.1, the graph G is not closed. On the other hand,

K[x1, . . . , x6, y1, . . . , y6]/JG possesses the following Koszul filtration:

(0), (y6), (y6, x6),

(y6, y3), (y6, x6, x5), (y6, x6, y5, x5),

(y6, x6, x5, x4), (y6, y4, x6, x5, x4), (y6, x6, x5, x4, x3),

(y6, x6, x5, x4, x3, x2), (y6, y4, x6, x5, x4, x3), (y6, y4, y3, x6, x5, x4, x3),

(y6, x6, x5, . . . , x1), (y6, y2, x6, x5, . . . , x2), (y6, y4, x6, x5, . . . , x2),

(y6, y5, x6, x5, . . . , x1), (y6, y5, y4, x6, x5, . . . , x1), (y6, y5, y4, y3x6, x5, . . . , x1),

(y6, y5, . . . , y2, x6, x5, . . . , x1), (y6, y5, . . . , y1, x6, x5, . . . , x1).

Problems

7.21 Give an example of a chordal and claw free graph which is not Koszul.

7.22 Determine a Koszul filtration for a path graph.

7.23 Let G be a complete graph. Determine a Koszul filtration of S/JG.
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7.24 Let G be a closed graph. Show that the ideal (x1, . . . , xn)/JG admits a linear
S/JG-resolution. Is this resolution finite?

7.25 Compute the S/JP2 -resolution of the ideal (x1, x2)/JP2 .

7.5 Permanental Edge Ideals and Lovász–Saks–Schrijver
Ideals

In this section we study classes of ideals which are attached to a finite simple graph
G on the vertex set [n], and which are closely related to binomial edge ideals.

7.5.1 The Lovász–Saks–Schrijver Ideal LG

Let K be a field and S = K[x1, . . . , xn, y1, . . . , yn] be the polynomial ring over K

in 2n variables.

Definition 7.57 The permanental edge ideal ΠG of G is the ideal generated by the
polynomials xiyj +xjyi with {i, j} ∈ E(G), while the Lovász–Saks–Schrijver ideal
is the ideal LG generated by the polynomials xixj + yiyj with {i, j} ∈ E(G).

More generally, if X = (xij ) is an n × n-matrix, then the permanent of X is the
polynomial

pX =
∑

π

n
∏

i=1

xiπ(i),

where the sum is taken over all permutations π of [n]. Thus the permanental edge
ideal ΠG is generated by the permanents of those 2 × 2-submatrices of the 2 × n-

matrix X =
(

x1 · · · xn

y1 · · · yn

)

which correspond to the edges of G.

The Lovász–Saks–Schrijver ideals belong to a more general class of ideals which
are related to orthogonal representations of graphs as introduced by Lovász [142]
in 1979. Let d ≥ 1 be an integer, and as in previous sections we denote by G the
complementary graph of G with edge set E(G) = ([n]

2

) \ E(G). An orthogonal
representation of G in R

d is a map ϕ from [n] to R
d such that for any edge {i, j} ∈

E(G) in the complementary graph, the vectors ϕ(i) and ϕ(j) are orthogonal with
respect to the standard scalar product in R

d . Formulated differently, if we identify
the image of the vertex i with the i-th row (ui1, . . . , uid) of an (n × d)-matrix
U = (uij )(i,j)∈[n]×[d] ∈ R

n×d , then the set of all orthogonal representations of the
graph G is the vanishing set in R

n×d of the ideal LG ⊂ R[xij : i = 1, . . . , n, j =
1, . . . , d], where LG is generated by the homogeneous polynomials
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d
∑

k=1

xikxjk (7.14)

In this context, the Lovász-Saks-Schrijver ideal LG of G is just the ideal of
orthogonal representations of G when d = 2.

Lovász, Saks, and Schrijver considered general-position orthogonal representa-
tions, that is, orthogonal representations in which any d representing vectors are
linearly independent. In [143, Theorem 1.1] they proved the remarkable fact that G

has such a representation in R
d if and only if G is (n − d)-connected in which case

LG is a prime ideal.
In the following remark we exhibit the relationship between binomial edge ideals,

permanental edge ideals, and Lovász–Saks–Schrijver ideals.

Remark 7.58

(a) Assume that
√−1 ∈ K and char(K) �= 2. We consider the following linear

transformation ϕ with ϕ(xi) = xi − yi and ϕ(yi) = √−1(xi + yi) for all i.
Then for every i �= j , the binomial xixj + yiyj maps to −2(xiyj + xjyi). Thus
LG is mapped to ΠG under this transformation.

(b) If
√−1 ∈ K and G is a bipartite graph, then LG may be identified with

the binomial edge ideal JG of G. Indeed, suppose V (G) = V1 ∪ V2 is the
bipartition of G with |V1| = m and |V2| = n. We apply the automorphism
of K[x1, . . . , xn, y1, . . . , yn] to LG defined by xi �→ xi and yi �→ √−1yi to
obtain the binomial edge ideal JG attached to the matrix

[

z1 · · · zn

w1 · · · wn

]

,

where zi = xi for i = 1, . . . , m, zi = √−1yi for i = m + 1, . . . , n, wi =√−1yi for i = 1, . . . , m, and wi = xi for i = m + 1, . . . , n.

Like for binomial edge ideals it can be shown that ΠG is a radical ideal, provided
char(K) �= 2. Indeed, in [125] it is shown that parity binomial edge ideals are radical
provided the characteristic is not two. If

√−1 ∈ K , then the linear transformation
xi �→ xi for i = 1, . . . , n and yi �→ √−1yi for i = 1, . . . , n maps permanental
edge ideals to parity binomial edge ideals, and hence in this case permanental edge
ideals are radical. The case that

√−1 �∈ K is treated similarly as in the proof of part
(a) of the next theorem.

As a first consequence we obtain

Theorem 7.59 Let G be a graph on [n].
(a) If char(K) �= 2, then LG is a radical ideal.
(b) If char(K) = 2, then LG is a radical ideal if and only if G is bipartite.
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Proof

(a) Assume first that
√−1 ∈ K . Then LG and ΠG arise from each other by a linear

change of coordinates, as we have seen in Remark 7.58. Hence LG is a radical
ideal if and only ΠG is.

Now suppose that
√−1 /∈ K . We choose a field extension L/K with√−1 ∈ L. Then LG ⊗K L ⊂ L[x1, . . . , xn, y1, . . . , yn] is generated by the

same binomials as LG, and hence by the first part of the proof it follows that
LG⊗K L is a radical ideal. Suppose LG is not radical. Then there exists f /∈ LG

such that f k ∈ LG for some k. It follows that f k ∈ LG ⊗K L. It remains to
show that f /∈ LG⊗K L. Suppose this is not the case. Let μf : S/LG → S/LG

be the S/LG-module homomorphism induced by multiplication with f . Then
Im(μf ⊗K L) = 0, because f ∈ LG ⊗K L. Since L is a flat K-module, it
follows that Im(μf ⊗K L) = (Im μf ) ⊗K L, and hence (Im μf ) ⊗K L = 0.
Since L is even faithfully flat over K , we conclude that Im μf = 0. This implies
that f = 0, a contradiction.

(b) Since char(K) = 2, we have that
√−1 ∈ K . Hence if G is bipartite,

Remark 7.58 implies that LG arises by a linear transformation from the binomial
edge ideal JG which is known to be radical by Corollary 7.13. Thus LG is
radical as well in this case.

It remains to consider the case that G is not bipartite. We want to show that LG

is not a radical ideal. According to the subsequent Lemma 7.60 it is enough to prove
that LGSY is not a radical ideal. Here SY denotes localization of S with respect to
the multiplicative set Y consisting of the powers of y1y2 · · · yn. In SY all monomials
in the yi are units. Via the change of variables xi �→ zi = xi

yi
for i = 1, . . . , n we

identify SY with K[z1, . . . , zn, y
±1
1 , . . . , y±1

n ]. Thus the ideal LGSY is generated by
the elements zizj + 1 for {i, j} ∈ E(G). We further transform zi �→ wi := 1 + zi

for i = 1, . . . , n. Then LGSY is generated by the elements wi + wj + wiwj for
{i, j} ∈ E(G) in SY = K[w1, . . . , wn, y

±1
1 , . . . , y±1

n ]. Since G is non-bipartite,
there exists a subgraph of G which is an odd cycle, say Cm. We may assume that
V (Cm) = [m]. Note that

m−1
∑

i=1

(wi + wi+1 + wiwi+1) + (w1 + wm + w1wm)=
m−1
∑

i=1

wiwi+1 + w1wm, (7.15)

since char(K) = 2, and each wi appears twice in the sum on the left-hand side
of the equation. It follows that

∑m−1
i=1 wiwi+1 + w1wm ∈ LGSY . We also have

w2i−1w2i + w2iw2i+1 ∈ LGSY for all i = 1, . . . , (m − 1)/2, because

w2i−1w2i + w2iw2i+1 = w2i+1(w2i−1 + w2i + w2iw2i−1) (7.16)

+ w2i−1(w2i + w2i+1 + w2iw2i+1).
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From (7.15) and (7.16) we deduce that w1wm ∈ LGSY . By symmetry we also have
wiwi+1 ∈ LGSY for i = 1, . . . , m − 1. This implies that w1 + wm ∈ LGSY

and wi + wi+1 ∈ LGSY for i = 1, . . . , m − 1. Hence w2
i+1 ∈ LGSY for

i = 1, . . . , m − 1, because w2
i+1 = wi+1(wi + wi+1) + wiwi+1. Similarly, w2

1 ∈
LGSY . In order to conclude the proof of the theorem, we show that wi /∈ LGSY

for all i = 1, . . . , m. Let F be the quotient field of K[y±1
1 , . . . , y±1

n ] and let
A = F [w1, . . . , wn]/(wm+1, . . . , wn) ∼= F [w1, . . . , wm]. It is enough to show
that wi /∈ LGA for all i = 1, . . . , m. The above calculation has shown that
LGA is a graded ideal generated by the linear forms w1 + wm and wi + wi+1 for
i = 1, . . . , m − 1, and by the monomials w1wm and wiwi+1 for i = 1, . . . , m − 1.
Since w1 + wm = ∑m−1

i=1 (wi + wi+1) we see that dimF (LGA)1 ≤ m − 1, and
hence not all wi belong to LGA. Say w1 �∈ LGA. Since wi + wi+1 ∈ LGA for
i = 1, . . . , m, it then follows that wi �∈ LGA for i = 1, . . . , m. �

In order to complete the proof of the preceding theorem we need

Lemma 7.60 Let T ⊂ S be a multiplicatively closed set, and let I ⊂ S be an ideal
such that IST is not radical. Then I is not radical.

Proof Since IST is not radical, there exists f/t ∈ ST \ IST and an integer k > 1
such that (f/t)k ∈ IST . It follows that f k/1 ∈ IST . Therefore, there exist g ∈ I

and t0 ∈ T such that f k/1 = g/t0, and hence (t0f )k = tk−1
0 g ∈ I . Assume that

t0f ∈ I . Then f/t = (t0f )/(t0t) ∈ IST , a contradiction. �

7.5.2 The Ideals IKn and IKm,n−m

It is our aim to understand the primary decomposition of the ideals LG. As we have
seen in Theorem 7.59, the ideal LG is reduced when char(K) �= 2. In particular, this
is the case when

√−1 �∈ K . Thus in this case LG is the intersection of its minimal
prime ideals.

Our first aim is to identify those minimal prime ideals of LG which do not contain
any variable. We denote by Km the complete graph on [m] and by Km,n−m complete
bipartite graph on [n] with vertex partition [n] = {1, . . . , m}∪{m + 1, . . . , n}.

We define the ideals IKn and IKm,n−m in S = K[x1, . . . , xn, y1, . . . , yn] as
follows:

We set IK1 = (0), IK2 = (x1x2 + y1y2) and for n > 2, we define IKn as the ideal
generated by the binomials

fij = xixj + yiyj , 1 ≤ i < j ≤ n,

gij = xiyj − xjyi, 1 ≤ i < j ≤ n, (7.17)

hi = x2
i + y2

i , 1 ≤ i ≤ n.
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For 1 ≤ m < n we define IKm,n−m as the ideal generated by the binomials

fij = xixj + yiyj , 1 ≤ i ≤ m, m + 1 ≤ j ≤ n,

gij = xiyj − xjyi, 1 ≤ i < j ≤ m or m + 1 ≤ i < j ≤ n. (7.18)

Throughout this and the following sections, when we refer to the standard
generators of the ideals LG, IKn , and IKm,n−m we mean the generators introduced
in Definition 7.57, and in (7.17) and (7.18), respectively.

Theorem 7.61 Let G be a connected graph on [n], and let P be a minimal prime
ideal of LG which does not contain any variable. Suppose that

√−1 �∈ K . Then
P = IKm,n−m for some m or P = IKn , depending on whether G is bipartite or G is
non-bipartite.

Proof Suppose first that G is bipartite with vertex bipartition [n] = {1, . . . , m}∪{m+
1, . . . , n}. We have LG ⊂ IKm,n−m and claim that LGSy = IKm,n−mSy , where Sy

denotes localization of S with respect to multiplicative set consisting of the powers
of y = y1y2 · · · yn. In the case that G = K1,1 there is nothing to prove. Thus we may
assume that G has at least three vertices. It suffices to show that IKm,n−mSy ⊂ LGSy .
The ideal LGSy is generated by the elements zizj + 1, where {i, j} ∈ E(G) and
where zi = xi/yi for i = 1, . . . , n. We will show that zi − zj ∈ LGSy for all
1 ≤ i < j ≤ m and for all m + 1 ≤ i < j ≤ n. This together with the fact that
IKm,n−mSy is generated by the polynomials

zizj + 1, 1 ≤ i ≤ m, m + 1 ≤ j ≤ n, (7.19)

zi − zj , 1 ≤ i < j ≤ m or m + 1 ≤ i < j ≤ n, (7.20)

will then imply that indeed IKm,n−mSy ⊂ LGSy . Let 1 ≤ i < j ≤ m (the case
m + 1 ≤ i < j ≤ n can be treated similarly). Since G is connected, there exists
a path i = i0, i1, . . . , i2s = j in G. We have zi − zj = ∑s

t=1(zi2t−2 − zi2t
). So it

suffices to prove each of the summands zi2t−2 − zi2t
∈ LGSy . Thus we may as well

assume that s = 1. We have zi − zj = zi0 − zi2 = zi0(zi1zi2 + 1) − zi2(zi0zi1 + 1)

which is an element of LGSy . It proves the claim that LGSy = IKm,n−mSy . It follows
that IKm,n−mSy ⊂ PSy , and hence IKm,n−m ⊂ P , since P is a prime ideal and y /∈ P .
Finally, since P is a minimal prime ideal of LG, and IKm,n−m is a prime ideal as we
shall in Theorem 7.65, we have P = IKm,n−m .

Next we consider the case that G is not bipartite. Similarly as in the bipartite
case we have LG ⊂ IKn and claim that LGSy = IKnSy . It suffices to show that
IKnSy ⊂ LGTY . The ideal LGSy is generated by the elements zizj + 1, where
{i, j} ∈ E(G). We will show that zi − zj ∈ LGSy for all 1 ≤ i < j ≤ n. This
together with the fact that IKmSy is generated by

zizj + 1, zi − zj , 1 ≤ i < j ≤ n, (7.21)

z2
i + 1, 1 ≤ i ≤ n (7.22)
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will then imply that indeed IKnSy ⊂ LGSy . In fact, the polynomials (7.22) are linear
combinations of the Equation (7.21), as can be seen from

z2
i + 1 = zi(zi − zj ) + (zizj + 1)

for all i < j .
Let 1 ≤ i < j ≤ n. Since G is non-bipartite, there exists an even walk (not

necessarily a path) in G connecting i and j . As in the bipartite case, we deduce
from this fact that zi − zj ∈ LGSy . As in the previous case it follows that IKn ⊂ P ,
and hence P = IKn since by Theorem 7.66, IKn is a prime ideal. �

In order to complete the proof of Theorem 7.61 we need to show that the ideals
IKn and IKm,n−m are prime ideals in the case that

√−1 �∈ K . The rest of the section
is devoted to prove this. In a first step we show that the standard generators of these
ideals form a Gröbner basis.

Lemma 7.62 The standard generators of IKn , and the standard generators of
IKm,n−m form a Gröbner basis with respect to the lexicographic order induced by
x1 > · · · > xn > y1 > · · · > yn.

Proof The assertion of the lemma follows once we have shown that for either
of the ideals all S-polynomials of the standard generators reduce to zero; see
Theorem 1.29. If the initial monomials of a pair of binomials do not have a common
factor, then this S-polynomial reduces to zero; see Corollary 1.30. Hence, in what
follows, we only have to consider the case that the initial monomials have a common
factor. In this case simple calculations show that such S-polynomials reduce to zero.
We provide two examples and leave the remaining cases to the reader. First, for the
standard generators hi and fij of IKn we have S(hi, fij ) = −yigij , and second for
the standard generators fij and fik of IKm,n−m we have S(fij , fik) = −yigjk for
1 ≤ i ≤ m and m + 1 ≤ j < k ≤ n. �
Corollary 7.63 Let 1 ≤ m ≤ n. Then the variables x1, . . . , xn, y1, . . . , yn are non
zero-divisors modulo IKn and modulo IKm,n−m .

Proof It follows from Lemma 7.62 that y1 does not divide any of the monomial
generators of in<(IKn), where < is the lexicographic order induced by x1 > · · · >

xn > y1 > · · · > yn. This implies that y1 is a non zero-divisor modulo in<(IKn).
Consequently, by Problem 2.24, y1 is a non zero-divisor modulo IKn . By symmetry,
all yi are non zero-divisors modulo IKn . Furthermore, if we consider the initial ideal
of IKn with respect to the lexicographic order induced by y1 > · · · > yn > x1 >

· · · > xn, then as before it follows that x1 is a non zero-divisor modulo in<(IKn), and
hence modulo IKn . Again by symmetry it follows that all xi are non zero-divisors
modulo IKn .

We apply again Lemma 7.62 and deduce that y1 and ym+1 do not divide any of
the monomial generators of in<(IKm,n−m). This implies that y1 and ym+1 are non
zero-divisors modulo in<(IKm,n−m). Consequently, by Problem 2.24, y1 and ym+1
are non zero-divisors modulo IKm,n−m . Again employing symmetry it follows that
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all yi are non zero-divisors modulo IKm,n−m . The same arguments as used for the
IKn now show that x1 and xm+1, and hence all xi are non zero-divisors modulo
IKm,n−m . �

As another consequence of Lemma 7.62 we have

Corollary 7.64 height(IKn) = n and height(IKm,n−m) = n − 1.

Proof Since height(I ) = height(in<(I)) for any graded ideal I ⊂ S

(see Theorem 2.19(b)), it suffices to show that height(in<(IKn)) = n and
height(in<(IKm,n−m)) = n − 1. By Lemma 7.62, in<(IKn) = J1 + J2, where
J1 = (x1, . . . , xn)

2 and J2 = (xiyj : 1 ≤ i < j ≤ n). Hence (x1, . . . , xn) is a
minimal prime ideal of in<(IKn), and any other monomial prime ideals in<(IKn)

has height ≥ n. It follows that height(in<(IKn)) = n, as desired.
To compute the height of IKm,n−m is more involved. By Lemma 7.62, we have

in<(IKm,n−m) = (xixj : 1 ≤ i ≤ m,m + 1 ≤ j ≤ n) (7.23)

+ (xiyj : 1 ≤ i < j ≤ m or m + 1 ≤ i < j ≤ n),

Thus in<(IKm,n−m) may be viewed as the edge ideal of a bipartite graph H on the
vertex set V = V1 ∪ V2 with

V1 = {x1, . . . , xm, ym+2, . . . , yn} and V2 = {xm+1, . . . , xn, y2, . . . , ym}.

We label the vertices of H such that V1 = {v1, . . . , vn−1} and V2 = {w1, . . . , wn−1},
where vi = xi for 1 ≤ i ≤ m, vi = yn+m+1−i for m + 1 ≤ i ≤ n − 1, wi = xm+i

for 1 ≤ i ≤ n − m, and wi = yn−i+1 for n − m + 1 ≤ i ≤ n − 1. Figure 7.7 shows
an example of such a graph for m = 2 and n = 5.

Recall that a Ferrers graph is a bipartite graph H ′ on V = A ∪ B with A =
{a1, . . . , ap} and B = {b1, . . . , bq} such that {a1, bq} ∈ E(H ′), {ap, b1} ∈ E(H ′),
and if {ai, bj } ∈ E(H ′), then {at , bl} ∈ E(H ′) for all 1 ≤ t ≤ i and 1 ≤ l ≤ j .
Associated to a Ferrers graph H ′ is a sequence λ = (λ1, . . . , λp) of nonnegative
integers, where λi = degH ′ ai which is the degree of the vertex ai in H ′ for all
i = 1, . . . , p.

It can be seen that H with the labeling of the vertices as given above is a Ferrers
graph.

We show that S/ in(IKm,n−m) is Cohen–Macaulay. In particular it follows then
that in(IKm,n−m) is an unmixed ideal of height |V1| = |V2| = n − 1, as desired.

Fig. 7.7 An example of a
Ferrers graph

x3 x4 x5 y2

x1 x2 y5 y4
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In order to prove that S/ in(IKm,n−m) is Cohen–Macaulay we refer to the algebraic
theory of Ferrers graphs as developed by Corso and Nagel in [42]. According
to [42, Corollary 2.7] we need to compute the sequence λ associated to H .
By (7.23), degH vi = degH xi = n − i for all i = 1, . . . , m. Moreover, since
by (7.23), degH yj = j − 1 − m, for all j = m + 2, . . . , n, it follows that
degH vi = degH yn+m+1−i = n − i for all i = m + 1, . . . , n − 1. Therefore,
λ = (n − 1, n − 2, . . . , 2, 1) is the associated sequence to the Ferrers graph H ,
and hence by [42, Corollary 2.7], it follows that S/ in<(IKm,n−m) is indeed Cohen–
Macaulay. �
Theorem 7.65 The ideal IKm,n−m is a prime ideal.

Proof Because of Corollary 7.63 it suffices to show that IKm,n−mSy is a prime ideal
in the ring Sy , where as before Sy denotes the localization with respect to y =
y1y2 · · · yn.

In order to see that Sy/IKm,n−mSy is a domain, we first consider the quotient R of
Sy by the linear forms in (7.20) and denote by I the image of IKm,n−mSy in R. Notice
that R is isomorphic to K[z1, zm+1, y

±1
1 , . . . , y±1

n ], and that Sy/IKm,n−mSy
∼=R/IR.

Since the residue class map Sy → R identifies zi with z1 for i = 1, . . . , m and with
zm+1 for i = m + 1, . . . , n, we see that I = (z1zm+1 + 1). Since the polynomial
z1zm+1 + 1 is irreducible, we conclude that R/IR, and hence also Sy/IKm,n−mSy is
a domain, as desired. �
Theorem 7.66 Let n > 2 be an integer.

(a) If
√−1 /∈ K , then IKn is a prime ideal.

(b) If
√−1 ∈ K and char(K) �= 2, then IKn is a radical ideal. More precisely,

IKn = (x1 +√−1y1, . . . , xn +√−1yn)∩(x1 −√−1y1, . . . , xn −√−1yn).

(c) If char(K) = 2, then IKn is a primary ideal with

√

IKn = (x1 + y1, . . . , xn + yn).

Proof As in the proof of Theorem 7.65 we consider the image IKnSy of IKn in Sy =
K[z1, . . . , zn, y

±1
1 , . . . , y±1

n ]. It is generated by the polynomials (7.21) and (7.22).
Let R be the residue class ring of Sy modulo the linear forms given in (7.21).

Then R∼=K[z1, y
±1
1 , . . . , y±1

n ] and Sy/IKnSy
∼=R/(z2

1 + 1).

(a) It follows that if
√−1 �∈ K , then Sy/IKnSy is a domain, and hence IKn is a

prime ideal in this case.
(b) Since Sy/IKnSy

∼=R/((z1 +
√−1)(z1 −

√−1)) it follows that IKn is radical and
has exactly two minimal prime ideals. The ideals P1 = (x1 +

√−1y1, . . . , xn +√−1yn) and P2 = (x1 −√−1y1, . . . , xn −√−1yn) are prime ideals of height
n containing IKn . By Corollary 7.64 we have height(Kn) = n. It follows that
{P1, P2} is the set of minimal prime ideals of IKn .
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(c) Since char(K) = 2, we have x2
i + y2

i = (xi + yi)
2 for all i. This shows that IKn

is not a prime ideal in this case. Furthermore, it follows that xi + yi ∈ √

IKn

for all i. Since for all i < j , gij = (xi + yi)xj + (xj + yj )xi and fij =
(xi + yi)xj + (xj + yj )yi , we see that

√

IKn = (x1 + y1, . . . , xn + yn), as
desired. �

7.5.3 The Minimal Prime Ideals of LG When
√−1 �∈ K

By Theorem 7.59 the Lovász–Saks–Schrijver ideal LG is reduced provided
√−1 �∈

K . Thus LG is the intersection of its minimal prime ideals, and this intersection
represents its primary decomposition. It is the aim of this section to determine the
minimal prime ideals of LG for the case that

√−1 �∈ K .
Let H be a connected finite simple graph on the vertex set V . We define ˜H

as follows: if H is not bipartite, then ˜H is the complete graph on V , and if H is
bipartite, then H̃ is the complete bipartite graph on the given bipartition of H . Since
H is connected this bipartition is unique.

Let G be a finite graph on the vertex set [n]. For T ⊂ [n] we set

QT (G) = ({xi, yi}i∈T , I
˜G1

, . . . , I
˜Gc(T )

),

where G1, . . . ,Gc(T ) are the connected components of G[n]\T . Note that if Gi is not
bipartite, then I

˜Gi
= IKni

for some ni , and if Gi is bipartite, then I
˜Gi

= IKmi ,ni−mi

for some mi and ni.

It will turn out that the minimal prime ideals of LG are all of the form QT (G).
With the information given in Lemma 7.64 the height of these ideals can be easily
determined.

Proposition 7.67 Let G be a graph on [n] and let T ⊂ [n]. Then

height QT (G) = |T | + n − b(T ),

where b(T ) denotes the number of bipartite connected components of G[n]\T .

Proof We may assume that G1, . . . , Gb(T ) are the bipartite connected components
of G and Gb(T )+1, . . . , Gc(T ) are the non-bipartite connected components of G. Let
nj = |V (Gj )| for all j = 1, . . . , c(T ). Since the ideals (xi, yi : i ∈ T ) and I

˜Gj
for

j = 1, . . . , c(T ) are on pairwise disjoint sets of variables, it follows together with
Lemma 7.64 that

height QT (G) = height(xi, yi : i ∈ T ) +
b(T )
∑

j=1

height(I
˜Gj

) +
c(T )
∑

j=b(T )+1

height(I
˜Gj

)
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= 2|T | +
b(T )
∑

j=1

(nj − 1) +
c(T )
∑

j=b(T )+1

nj

= |T | + (|T | +
b(T )
∑

j=1

nj +
c(T )
∑

j=b(T )+1

nj ) − b(T )

= |T | + n − b(T ),

as desired. �
Next we have

Proposition 7.68 Let G be a graph on [n] and suppose that
√−1 �∈ K . Then for

all T ⊂ [n], the ideal QT (G) is a prime ideal and LG ⊂ QT (G).

Proof That LG ⊂ QT (G) is an immediate consequence of Theorem 7.61.
Note that QT (G) is of the form I = ∑

i IKmi ,ni−mi
+ ∑

j IKtj
+ U , where

U is generated by variables, and where IKmi ,ni−mi
, IKtj

and U are defined on

pairwise disjoint sets of variables. Let S′ = S/U . Then S′ may be identified
with a polynomial ring in the remaining variables and I/U ⊂ S′ identifies with
J = ∑

i IKmi ,ni−mi
+∑

j IKtj
⊂ S′. Thus it suffices to prove that J is a prime ideal.

This will be a consequence of the following more general fact (∗) (similar to that of
Lemma 7.14): for j = 1, . . . , m, let Ij be an ideal in the polynomial ring

K[x11, . . . , x1n1 , x21, . . . , x2n2 , . . . , xm1, . . . , xmnm ]

satisfying the following properties:

(i) the set of generators Gj of Ij is a subset of K[xj1, . . . , xjnj
];

(ii) for all j the coefficients of the elements of Gj are +1 or −1;
(iii) for any domain B with

√−1 �∈ B the ring B[xj1, . . . , xjnj
]/(Gj )B[xj1, . . . ,

xjnj
] is a domain and

√−1 �∈ B[xj1, . . . , xjnj
]/(Gj )B[xj1, . . . , xjnj

].
Then I1 + · · · + Im is a prime ideal.

Before proving the (∗) let us use this fact to show that J is a prime ideal. In our
particular case the ideals Ij are the ideals IKmi ,ni−mi

and IKtj
. Let Hi be the set of

generators of IKmi ,ni−mi
as in (7.19) and (7.20) and Gj be the set of generators of IKtj

as in (7.21) and (7.22). Clearly the conditions (i) and (ii) are satisfied. Let B be a
domain with

√−1 �∈ B. We first show that B[xj1, . . . , xjnj
]/(Hj )B[xj1, . . . , xjnj

]
and B[xj1, . . . , xjnj

]/(Gj )B[xj1, . . . , xjnj
] are domains. As in the proofs

of Theorem 7.65 and Theorem 7.66, where it was shown that IKm,n−m and
IKn are prime ideals, we need to show that z1zm+1 + 1 generates a prime
ideal in B[z1, zm+1, y

±1
1 , . . . , y±1

n ], and that z2
1 + 1 generates a prime ideal

in B[z1, y
±1
1 , . . . , y±1

n ]. But this is obviously the case since
√−1 �∈ B.

Suppose
√−1 ∈ B[xj1, . . . , xjnj

]/(Hj )B[xj1, . . . , xjnj
]. Then there exists
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f ∈ B[xj1, . . . , xjnj
] such that f 2 + 1 ∈ Jj where Jj = (Hj )B[xj1, . . . , xjnj

].
Since Jj is a graded ideal, all homogeneous components of f 2 + 1 belong to Jj .
Therefore, if b is the constant term of f , then b2 + 1 ∈ Jj , which is only possible if
b2 + 1 = 0. However since

√−1 �∈ B, we obtain a contradiction.
Proof of (∗): We proceed by induction on m. The assertion is trivial for m = 1.

Let B = K[x11, . . . , x1n1 , x21, . . . , x2n2 , . . . , x(m−1)1, . . . , x(m−1)nm−1 ]/(G1, . . . ,

Gm−1). Then by our induction B is a domain and
√−1 �∈ B. Moreover, we have

R/(I1+· · ·+Im)∼=B[xm1, . . . , xjmj
]/(Gm), and hence (iii) implies that I1+· · ·+Im

is a prime ideal. �
Theorem 7.69 Suppose that

√−1 �∈ K . Let G be a graph on [n], and let P be a
minimal prime ideal of LG. Then there exists T ⊂ [n] such that P = QT (G).

For the proof of this theorem we need

Lemma 7.70 Let G be a connected graph on [n], and let P be a minimal prime
ideal of LG containing a variable. Then there exists k ∈ [n] such that xk, yk ∈ P .

Proof If G = K2, then LG is a prime ideal, and hence P = LG. Since LG

does not contain any variable, there is nothing to prove in this case. Now suppose
that G �= K2 and that xi ∈ P . Let us first assume that G is a bipartite graph
on the vertex set [n] with the bipartition {1, . . . , m} ∪ {m + 1, . . . , n}. Suppose
on the contrary that there exists no k ∈ [n] such that xk, yk ∈ P . We claim
that (x1, . . . , xm, ym+1, . . . , yn) ⊂ P . Given j ∈ [m], there exists a path i =
i0, i1, . . . , i2� = j . Here we used the fact that G is connected. We show by induction
on � that xj ∈ P . Suppose that � = 1. Since xi0xi1 + yi0yi1 ∈ P and xi0 ∈ P but
yi0 /∈ P , it follows that yi1 ∈ P . Similarly, since xi1xi2 +yi1yi2 ∈ P and yi1 ∈ P but
xi1 /∈ P , it follows that xi2 ∈ P . Since i2, . . . , i2� = j is a path of length 2(� − 1)

and xi2 ∈ P , by induction hypothesis it follows that xj ∈ P . By a similar argument
for any j ∈ {m + 1, . . . , n}, we have yj ∈ P . Hence we have

LG ⊂ IKm,n−m � (x1, . . . , xm, ym+1, . . . , yn) ⊂ P,

which contradicts the assumption that P is a minimal prime ideal of LG because
IKm,n−m is a prime ideal; see Theorem 7.65. Therefore, it follows that xk, yk ∈ P

for some k. Next assume that G is a non-bipartite graph. Since G is connected and
non-bipartite, there exists j ∈ [n] and an even path i = i0, i1, . . . , i2t = j , and
an odd path i = j0, j1, . . . , j2s−1 = j in G connecting i and j . If there exists � =
i0, . . . , i2t or � = j0, . . . , j2s−1 with x�, y� ∈ P , then we are done. Otherwise, by an
argument as in the bipartite case, we deduce from the generators xir xir+1 + yir yir+1

for all r = 0, . . . , 2t − 1, that xj ∈ P . Similarly, we see that yj ∈ P by considering
the generators attached to the odd path. �
Proof (of Theorem 7.69) We prove the theorem by induction on the number of
vertices of G. If |V (G)| = 2, then G = K1,1 and LG = Q∅(G). Now suppose
that |V (G)| > 2, and let G1, . . . ,Gt be the connected components of G. Suppose
first that t > 1. For i = 1, . . . , t let Pi be a minimal prime ideal of LGi

which
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is contained in P . Then
∑t

i=1 Pi ⊂ P . Since |V (Gi)| < |V (G)| for all i, our
induction hypothesis implies that there exist subsets Ti such that Pi = QIi

(Gi)

for all i. Therefore,
∑t

i=1 QTi
(Gi) ⊂ P . Since

∑t
i=1 QTi

(Gi) = QT (G) where
T = ⋃t

i=1 Ti , it follows that QT (G) ⊂ P . By Proposition 7.68, QT (G) is a prime
ideal, and hence P = QT (G) because P is a minimal prime ideal of LG. Next
suppose that t = 1. If P does not contain any variable, then by Theorem 7.61
either P = IKn or P = IKm,n−m for suitable m. In either case, P = Q∅(G). If
P contains a variable, then by Lemma 7.70, there exists k such that xk, yk ∈ P .
Let P = P/(xk, yk). Then P is a minimal prime ideal of LG[n]\{k} . By induction
hypothesis, there exists T ⊂ [n] \ {k} such that P = QS(G[n]\{k}). It follows that
P = QT (G) where T = T ∪ {k}. Since by Proposition 7.68 all QT (G) are prime
ideals and each QT (G) contains LG, the identity LG = ⋂

T⊂[n] QT (G) follows
from the first part of the theorem and the fact that LG = √

LG, as noticed in
Theorem 7.59. �

As a consequence of Theorem 7.69 we obtain a primary decomposition of LG

which in general is highly redundant.

Corollary 7.71 Let G be a graph on [n] and suppose that
√−1 �∈ K . Then

LG =
⋂

T⊂[n]
QT (G).

Combining Proposition 7.67 with Theorem 7.70 we obtain

Corollary 7.72 Let G be a graph on [n], and assume that
√−1 /∈ K . Then

dim(S/LG) = max{n − |T | + b(T ) : T ⊂ [n]}.

In particular, dim(S/LG) ≥ n + b where b is the number of bipartite connected
components of G. Moreover, if LG is unmixed, then dim(S/LG) = n + b.

Proof The equality follows from Proposition 7.67 and Theorem 7.70, and the
equality implies the inequality dim(S/LG) ≥ n + b. From Theorem 7.61 one
deduces that Q∅(G) is a minimal prime ideal of LG. Hence if LG is unmixed, then
dim(S/LG) = dim(S/Q∅(G)) = n + b. �

Note that the lower bound given in Corollary 7.72 may be strict. For example, let
G be the graph which is shown in Figure 7.8. Then dim(S/LG) = 6, while n = 5
and b = 0. On the other hand, dim(S/LG) = n + b does not in general imply that
LG is unmixed. For instance, dim(S/LK2,2) = 5 and in this case we have n = 4 and
b = 1, but LK2,2 is not unmixed.

Fig. 7.8 The butterfly
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In order to obtain an irredundant primary decomposition of LG we have to
identify those T ⊂ [n] for which QT (G) is minimal with respect to inclusion among
the ideals QT ′(G) with T ′ ⊂ [n].

The next result clarifies the inclusion relations between the ideals QT (G) for
T ⊂ [n].
Proposition 7.73 Let G be a graph on [n], and let T , T ′ ⊂ [n]. Furthermore, let
H1, . . . , Ht and G1, . . . ,Gs be the connected components of G[n]\T and G[n]\T ′ ,
respectively. Then QT (G) ⊂ QT ′(G) if and only if T ⊂ T ′ and for all i ∈ [t]
with |V (Hi)| > 1 there exists j ∈ [s] such that V (Hi) \ T ⊂ V (Gj ), and if Hi is
bipartite (resp. non-bipartite), then Gj is also bipartite (resp. non-bipartite).

Proof For every A ⊂ [n], let UA = (xi, yi : i ∈ A). Then QT (G) =
(UT , I

˜H1
, . . . , I

˜Ht
) and QT ′(G) = (UT ′ , I

˜G1
, . . . , I

˜Gs
). One has QT (G) ⊂ QT ′(G)

if and only if T ⊂ T ′ and (UT ′ , I
˜H1

, . . . , I
˜Ht

) ⊂ (UT ′ , I
˜G1

, . . . , I
˜Gs

). For all
i = 1, . . . , t , let I ′̃

Hi
be the ideal generated by those generators of I

˜Hi
which belong

to R = K[xi, yi : i ∈ [n] \ T ′]. Then (UT ′ , I
˜H1

, . . . , I
˜Ht

) = (UT ′ , I ′̃
H1

, . . . , I ′̃
Ht

).

It follows that QT (G) ⊂ QT ′(G) if and only if T ⊂ T ′ and (UT ′ , I ′̃
H1

, . . . , I ′̃
Ht

) ⊂
(UT ′ , I

˜G1
, . . . , I

˜Gs
). The latter inclusion holds if and only if (I ′̃

H1
, . . . , I ′̃

Ht
) ⊂

(I
˜G1

, . . . , I
˜Gs

), since the generators of the ideals (I ′̃
H1

, . . . , I ′̃
Ht

) and (I
˜G1

, . . . , I
˜Gs

)

belong to R. Now suppose T ⊂ T ′. It is enough to show that the following
conditions are equivalent:

(i) For all i ∈ [t] with |V (Hi)| > 1, there exists j ∈ [s] such that V (Hi) \ T ′ ⊂
V (Gj ), and if Hi is bipartite (resp. non-bipartite), then Gj is also bipartite
(resp. non-bipartite).

(ii) (I ′̃
H1

, . . . , I ′̃
Ht

) ⊂ (I
˜G1

, . . . , I
˜Gs

).

The implication (i) ⇒ (ii) is obvious. For the converse, let i ∈ [t] with |V (Hi)| >

1, and let k ∈ V (Hi) \ T ′. Then k ∈ V (Gj ) for some j ∈ [s]. We claim that
V (Hi) \ T ′ ⊂ V (Gj ). If V (Hi) \ T ′ = {k}, there is nothing to prove. So we may
assume that |V (Hi) \ T ′| ≥ 2. Suppose that there is an element l ∈ V (Hi) \ T ′
such that l �= k and l /∈ V (Gj ). Then there exists r ∈ [s] with r �= j such that
l ∈ V (Gr). We may assume that k < l. First suppose that Hi is a bipartite graph on
A1 ∪ A2. Since V (Hi) \ T ′ is nonempty, it follows that each connected component
of (Hi)[n]\T ′ is a connected component of G[n]\T ′ , and since Hi is bipartite, each of
its components is bipartite as well. Hence

V (Hi) \ T ′ ⊂
s
⋃

d=1
Gd bipartite

V (Gd). (7.24)

In particular, Gj and Gr are bipartite. If k, l ∈ A1 or k, l ∈ A2, then gkl = xkyl −
xlyk ∈ I ′̃

Hi
. Hence by assumption (ii), gkl ∈ (I

˜G1
, . . . , I

˜Gs
). Thus



234 7 Binomial Edge Ideals and Related Ideals

gkl =
p
∑

t=1

rtqt , (7.25)

where rt ∈ S and each qt is a generator of (I
˜G1

, . . . , I
˜Gs

). Now, for m �= k, l,
we put all variables xm and ym equal to zero in the equality (7.25) and denote by
qt the image of qt under this reduction. Then all qt which are different from the
binomials fkl , gkl , hk and hl listed in (7.17) and (7.18), are zero. Since k and l

are contained in the different components Gj and Gr , respectively, it follows that
qt �= fkl, gkl . Also, since k and l belong to the bipartite components Gj and Gr ,
respectively, it follows that qt �= hk, hl . Thus we see that after this reduction the
right-hand side of (7.25) is zero while the left-hand side is nonzero, a contradiction.
If k ∈ A1 and l ∈ A2, then fkl = xkxl + ykyl ∈ I ′̃

Hi
. Hence by assumption (ii),

fkl ∈ (I
˜G1

, . . . , I
˜Gs

). Then, similar to the previous case, we get a contradiction.
Next, suppose that Hi is non-bipartite. So gkl = xkyl − xlyk ∈ I ′̃

Hi
, and hence by

assumption (ii), gkl ∈ (I
˜G1

, . . . , I
˜Gs

). Thus gkl = ∑p

t=1 rtqt , where rt ∈ S and
each qt is a generator of (I

˜G1
, . . . , I

˜Gs
). Now, as before, for m �= k, l, we put all

variables xm and ym equal to zero in this equality. After reduction it follows that gkl

can be written as gkl = r(x2
k + y2

k ) + r ′(x2
l + y2

l ) for some polynomials r, r ′ ∈ S,
which is a contradiction. Thus we see that indeed V (Hi)\T ′ ⊂ V (Gj ). This proves
the claim. By (7.24), it also follows that if Hi is bipartite, then Gj is bipartite.

Next we show that if Hi is non-bipartite, then Gj is also non-bipartite. Indeed,
if Hi is non-bipartite, then hk = x2

k + y2
k ∈ I ′̃

Hi
, and hence by the assumption (ii),

hk ∈ (I
˜G1

, . . . , I
˜Gs

). Thus

hk =
p
∑

t=1

rtqt , (7.26)

where rt ∈ S and each qt is a generator of (I
˜G1

, . . . , I
˜Gs

). If hk �= qt for all t =
1, . . . , p, then by setting all variables xm and ym equal to zero for m �= k, as before,
we get hk = 0, which is a contradiction. It follows that hk = qt for some t =
1, . . . , p. Therefore, hk is a generator of I

˜Gj
, and hence Gj is a non-bipartite graph,

too. �
Now we are ready to determine the minimal prime ideals of LG in the case that√−1 �∈ K .
Let G be a graph on [n]. In Section 7.2 we introduced a cut point of G as a vertex

i ∈ [n] with the property that G has less connected components than G[n]\{i}. In
addition, we now call a vertex i ∈ [n] a bipartition point of G if G has less bipartite
connected components than G[n]\{i}. Let M (G) be the set of all sets T ⊂ [n] such
that each i ∈ T is either a cut point or a bipartition point of the graph G([n]\T )∪{i}.
In particular, we have ∅ ∈ M (G).

Theorem 7.74 Let G be a graph on [n]. Suppose
√−1 /∈ K . Then
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{QT (G) : T ∈ M (G)}

is the set of minimal prime ideals of LG.

Proof By Theorem 7.69 the minimal prime ideals of LG are of the form QT (G)

with T ⊂ [n]. Assume first that QT (G) is a minimal prime ideal of LG. We
want to show that T ∈ M (G). We may assume that T �= ∅. Let G1, . . . ,Gr

be the connected components of G[n]\T . Let i ∈ T and T ′ = T \ {i}. Now we
show that i is either a cut point or a bipartition point of the graph G[n]\T ′ . If i

is not adjacent to any vertex of G1, . . . ,Gr , then the connected components of
G[n]\T ′ are G1, . . . ,Gr together with the isolated vertex i. So Proposition 7.73
implies that QT ′(G) � QT (G), a contradiction. Hence there exist some connected
components of G[n]\T , say G1, . . . ,Gk , which have at least one vertex adjacent to
i. Then G′

1,Gk+1, . . . ,Gr are the connected components of G[n]\T ′ , where G′
1 is

the induced subgraph of G[n]\T ′ on (
⋃k

j=1 V (Gj )) ∪ {i}. First suppose that k = 1.
Then i is not a cut point of G[n]\T ′ , and if G′

1 is bipartite, then G is also bipartite.
Therefore, by Proposition 7.73, we have QT ′(G) � QT (G), which is again a
contradiction. Similarly, if G′

1 and G1 are both non-bipartite, we get a contradiction.
If G′

1 is non-bipartite and G1 is bipartite, then i is a bipartition point of G[n]\T ′ .
Next suppose that k ≥ 2. Then clearly i is a cut point of G[n]\T ′ . Thus, indeed
T ∈ M (G).

Conversely, suppose T ∈ M (G). Since Q∅(G) does not contain any variable,
it is not contained in any other QT ′(G). So Q∅(G) is a minimal prime ideal of
LG. Now let ∅ �= T ∈ M (G) and let G1, . . . , Gr be the connected components
of G[n]\T . Suppose that QT (G) is not a minimal prime ideal of LG. Then by
Theorem 7.69, there exists some T ′

� T such that QT ′(G) � QT (G). Let
i ∈ T \ T ′. Then i is either a cut point or a bipartition point of G([n]\T )∪{i},
since T ∈ M (G). If i is a cut point of G([n]\T )∪{i}, then by a similar argument
as in the first part of the proof, G′

1,Gk+1, . . . ,Gr are the connected components
of G([n]\T )∪{i}, where k ≥ 2 and G′

1 is the induced subgraph of G([n]\T )∪{i} on
(
⋃k

j=1 V (Gj )) ∪ {i}. Thus G[n]\T ′ has a connected component H which contains

G′
1 as an induced subgraph, and so

⋃k
j=1 V (Gj ) ⊂ V (H) \ T . Proposition 7.73,

this contradicts the fact that QT ′(G) ⊂ QT (G). If i is a bipartition point but
not a cut point of G([n]\T )∪{i}, then by a similar argument as in the first part of
the proof, G′

1,G2, . . . ,Gr are the connected components of G([n]\T )∪{i}, where
G′

1 is the induced subgraph of G([n]\S)∪{i} on V (G1) ∪ {i} such that G′
1 is non-

bipartite and G1 is bipartite. Thus G[n]\T ′ has a connected component H which
contains G′

1 as an induced subgraph, and hence H is also a non-bipartite graph.
Moreover, V (G1) ⊂ V (H) \ T . Hence by Proposition 7.73, V (G1) = V (H) \ T ,
since QT ′(G) ⊂ QT (G). Applying Proposition 7.73 once again we obtain a
contradiction, since H is non-bipartite but G1 is bipartite. �
Corollary 7.75 Let K be a field with char(K) = 0 or char(K) �≡ 1, 2 mod 4. Then
the ideal LG is prime if and only if G is a disjoint union of edges and isolated
vertices.
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Proof Suppose first that G be a disjoint union of edges and isolated vertices. It
suffices to prove that LG is a prime ideal in the case that K is algebraically closed.
The ideal LG is the sum of ideals of the form (xixj + yiyj ) for i �= j which are
defined on pairwise disjoint sets of variables, and hence S/LG is a tensor product
of copies of K[xi, xj , yi, yj ]/(xixj + yiyj ) for i �= j and a polynomial ring. Since
xixj + yiyj for i �= j is irreducible over any field, each factor is a domain. Now it
follows from [147, Proposition 5.17] that S/LG is a domain and hence that LG is
prime.

Conversely, suppose that LG is a prime ideal. We may assume that K is a prime
field. Then our hypothesis implies that

√−1 �∈ K . Since by Theorem 7.74, Q∅(G)

is a minimal prime ideal of LG, and since LG is a prime ideal, it follows that LG =
Q∅(G). By Theorem 7.74, this implies that M (G) = {∅}.

Let H be a connected component of G. The desired conclusion follows once
we have shown that H = K2 or a single vertex. First suppose that H is not a
complete graph. Then there exists a minimal non-empty subset T of V (H) with the
property that HV (H)\T is a disconnected graph. It follows that each element i of
T is a cut point of H([n]\T )∪{i}, and hence a cut point of G([n]\)∪{i}. Therefore, by
Theorem 7.74, T ∈ M (G), which contradicts the fact that M (G) = {∅}. Thus H

is complete. Let H = Km where V (H) = [m] and m ≥ 3. Then T ′ = [m] \ {1, 2} ∈
M (G), since each element i of T ′ is a bipartition point of the graph G([n]\T ′)∪{i} =
K3. Therefore, we get a contradiction, and hence H = K2 or a single vertex, as
desired. �

As before, we denote by b(T ) the number of bipartite components of G([n]\T ). By
using the correspondence between the set of minimal prime ideals of LG and the set
M (G) given in Theorem 7.74, one obtains the following criterion for unmixedness
of the ideal LG when

√−1 /∈ K .

Corollary 7.76 Let G be a graph with b bipartite connected components, and
suppose that

√−1 /∈ K . Then LG is unmixed if and only if b(T ) = |T | + b for
every ∅ �= T ∈ M (G).

Proof The ideal LG is unmixed if and only if all the minimal prime ideals of LG

have the same height. By Theorem 7.74, this is equivalent to say that for all ∅ �= T ∈
M (G), height(QT (G)) = height(Q∅(G)). By Proposition 7.67, this is the case if
and only if for every ∅ �= T ∈ M (G), we have b(T ) = |T | + b. �

Problems

7.26 Let n ≥ 3 be an integer, and let K be field with
√−1 /∈ K . We denote by Cn

the cycle on [n]. Show that LCn is unmixed if and only if n is odd.

7.27 Let n ≥ 2 be an integer, Kn the complete graph on n, and let K be a field with√−1 /∈ K . Then LKn is unmixed if and only if n = 2 or 3.
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7.28 Show that IKm,n−m is a Cohen-Macaulay ideal. Is IKn a Cohen–Macaulay ideal
as well?

7.29 Determine the minimal prime ideals of LPn for the path graph Pn on [n] when√−1 /∈ K .

7.30 Which are the minimal prime ideals of the complete bipartite graph on [7]
with vertex decomposition {1, 2, 3}∪{4, 5, 6, 7} when

√−1 /∈ K .

7.31 Suppose char(K) = 2. Find a nilpotent element in S/LCn when n > 1 is odd.

Notes

Binomial edge ideals were introduced by Herzog, Hibi, Hreinsdóttir, Kahle and
Rauh [97], and independently by Ohtani [169]. In both of these papers it was shown
that binomial edge ideals admit a squarefree initial ideal. Later, Badiane, Burke,
and Sköldberg determined in [8] the universal Gröbner basis of a binomial edge
ideal and showed it coincides with its Graver basis.

The closed graphs are by definition those whose binomial edge ideals have a
quadratic Gröbner basis with respect to the lexicographic order. Crupi and Rinaldo
[45] showed that a graph is closed if and only if there exists a monomial order for
which the binomial edge ideal has a quadratic Gröbner basis.

In Theorem 7.7, a characterization of closed graphs in terms of the clique com-
plex of the graph was given by in Ene, Herzog, and Hibi [61]. This characterization
was used by Crupi and Rinaldo [46] to identify closed graphs as the so-called PI
graphs, as defined by Hajós [87]. The proof is given in Theorem 7.9. Combining
this theorem with Golumbic’s [82, p. 195] characterization of PI graphs (proper
interval graphs), one obtains Theorem 7.10. We present a self-contained proof by
Ene, relying only on Theorem 7.7. Several other properties and characterizations of
PI graphs can be found in [43, 74, 78, 88, 181, 182].

The minimal prime ideals of a binomial edge ideal are determined in [97]. This
information is used in [61] to classify all closed graphs whose binomial edge ideal
is Cohen–Macaulay. In [9], Banerjee and Núñez-Betancourt relate the projective
dimension of S/JG as well as the Cohen–Macaulay property of JG to invariants
that measure the connectivity of G. In general not so much is known about the free
resolution of binomial edge ideals. However for some special cases the extremal
Betti numbers, the regularity, and in some cases the graded Betti numbers are
known, see [56, 219]. On the other hand, Kiani and Saeedi Madani [183] showed
that the binomial edge ideal JG has a linear resolution if and only if G is a complete
graph, cf. Theorem 7.27. In [100] this result was generalized by describing the
linear strand of any binomial edge ideal. In Theorem 7.28(a) a lower bound for the
regularity of a binomial edge ideal is given. The proof is taken from the paper [144]
by Matsuda and Murai, while part (b) is due to Ene and Zarojanu [70]. They showed
that the lower bound is achieved by closed graphs. In the same paper Matsuda and
Murai proved (see Theorem 7.36(a)) that the regularity of the binomial edge ideal
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of a graph G is bounded above by its number vertices, and they conjectured that this
bound is achieved if and only if G is a path graph. This conjecture was proved by
Kiani and Saeedi Madani [129], and is presented in Theorem 7.36(b). For their proof
they use essentially Theorem 7.43 which is due to Mohammadi and Sharifan [148].
An alternative proof of Theorem 7.36(a) is given by Conca, De Negri, and Gorla in
[37]. In [184] Kiani and Saeedi Madani conjectured that the regularity of a binomial
edge ideal is also bounded by the number of maximal cliques of G, increased by
one. At present this conjecture is widely open.

There are conjectures regarding the comparison of the graded Betti numbers of
JG and that of in<(JG). In [61] it is conjectured that the extremal Betti numbers of
JG and in<(JG) coincide, and that even all their graded Betti numbers coincide if
G is closed. In Proposition 7.25, which is taken from [61], the expected equality of
graded Betti numbers was proved for Cohen–Macaulay closed graphs. Moreover,
for any closed graph it is known that the linear strands of JG and in<(JG) have the
same Betti numbers. This is a consequence of the result in [100], mentioned above,
and a result in [128]. The equality of the extremal Betti numbers of JG and in<(JG)

is proved in [56] for very special cases. The proof is based on results of [186, 219].
Other results supporting these conjectures can be found in [33, 70].

A graph is called Koszul, if for some base field K , the standard graded K-
algebra S/JG is Koszul. The classification of Koszul graphs is still incomplete.
Theorem 7.47, which asserts that a Koszul graph is chordal and claw free,
is taken from [62]. Proposition 7.49 is due to Rauf and Rinaldo [174], while
Theorem 7.50 which describes the glueing of Koszul graphs is again taken from
[62]. Subsection 7.4.2 reflects the results of [63].

There are several generalizations of binomial edge ideals. One of these general-
izations by Ene, Herzog, Hibi, and Qureshi deals with pairs of graphs [67] which is
an extension of a construction of Rauh [175]. The paper [65] on determinantal facet
ideals by Ene, Herzog, Hibi, and Mohammadi generalizes binomial edge ideals in a
different direction: the binomials corresponding the edges of a graph are replaced by
maximal minors of an m× n-matrix corresponding to the facets of a pure simplicial
complex.

Related to binomial edge ideals are the so-called permanental edge ideals and
Lovász–Saks–Schrijver ideals. Orthogonal representations of graphs, introduced
by Lovász, are maps from the vertex set of a graph to R

d where non-adjacent
vertices are sent to orthogonal vectors. The Lovász–Saks–Schrijver ideals are the
ideals expressing this condition. The first study of LG and the geometry of the
variety of orthogonal representations of G can be found in [143]. For that reason
the ideal LG of orthogonal graph representations of G is called the Lovász-Saks-
Schrijver ideal of G. It is observed in [101] that under certain conditions these
ideals and binomial edge ideals are related via linear transformations. The theory of
permanental edge ideals and Lovász–Saks–Schrijver ideals has been independently
developed by Herzog, Macchia, Saeedi Madani, and Welker [101] and also by Kahle
and Sarmiento and Windisch [125] for d = 2. Permanental ideals have first been
studied by Laubenbacher and Swanson [138]. For d > 2, Lovász–Saks–Schrijver
ideals are investigated in [40].



Chapter 8
Ideals Generated by 2-Minors

Abstract In this chapter, we study ideals generated by 2-minors. Classical classes
of ideals of this type are the ideals of 2-minors of an m×n-matrix of indeterminates.
The ideals considered here are generated by certain subsets of 2-minors of such a
matrix. Any of these subsets is defined by a collection C of cells and include 2-
sided ladders. Two types of such ideals are considered: those which are generated
by the 2-minors corresponding to the cells in C , called the adjacent minors, and
those which are generated by all inner minors of C . The Gröbner basis of such
ideals will be studied, and it will be discussed when these ideals are prime ideals.
Furthermore, algebraic properties, like normality or Cohen–Macaulayness, of the
algebras defined by these ideals will be considered.

8.1 Configurations of Adjacent 2-Minors

Let X = (xij ) i=1,...,m
j=1,...,n

be a matrix of indeterminates, and let S be the polynomial

ring over the field K in the variables xij . Let δ = [a1, a2|b1, b2] be the 2-minor
with rows a1, a2 and columns b1, b2. The elements (ai, bj ) ∈ Z

2≥0 are called the
vertices and the sets {(a1, b1), (a1, b2)}, {(a1, b1), (a2, b1)}, {(a1, b2), (a2, b2)}, and
{(a2, b1), (a2, b2)} the edges of the minor [a1, a2|b1, b2], see Figure 8.1. The set of
vertices of δ will be denoted by V (δ).

The 2-minor δ = [a1, a2|b1, b2] is called adjacent if a2 = a1+1 and b2 = b1+1.
Let C be any set of adjacent 2-minors of X. We call such a set a configuration of
adjacent 2-minors, and denote by JC the ideal generated by the elements of C .

Given a = (i, j) and b = (k, l) in Z
2≥0, we write a ≤ b if i ≤ k and j ≤ l. The

set [a, b] = {c ∈ Z
2≥0 : a ≤ c ≤ b} is called an interval. An interval of the form

C = [a, a+(1, 1)] is called a cell. As can be seen from Figure 8.2, any configuration
of adjacent 2-minors is defined by a collection of cells. This is the perspective that
we will take when we study polyominoes in the next section.
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Fig. 8.1 The edges of a
2-minor

a1

a2

b1 b2

xa2b1

xa1b1 xa1b2

xa2b2

Fig. 8.2 A connected
configuration

8.1.1 Prime Configurations of Adjacent 2-Minors

In this subsection, we classify the configurations whose ideals of adjacent 2-minors
are prime ideals.

Proposition 8.1 Let C be a configuration of adjacent 2-minors. Then, the following
holds:

(a) IC is a lattice basis ideal;
(b) IC is a prime ideal if and only if all xij are nonzerodivisors modulo IC .

Proof

(a) Let εij be the element (εi, εj ) of Zm × Z
n where the εi , respectively, εj denote

the canonical basis elements of Zm, respectively, of Zn. Then, for i = 1, . . . , m

and j = 1, . . . , n, the elements εij form a basis of the free Z-module Z
m × Z

n.
For i = 1, . . . , m−1 and j = 1, . . . , n−1, we set vij = εij+εi+1,j+1−εi,j+1−
εi+1,j . Then, these elements form the basis B of a lattice L, and the lattice ideal
IL is just the ideal I2(X) of 2-minors of the matrix X, cf. Problem 3.13. It is
a classical result that I2(X) is a prime ideal (see also Problem 7.9). Therefore,
Theorem 3.17 implies that (Zm×Z

n)/L is torsionfree. Now, let B′ be the subset
of B consisting of those vij for which xij xi+1,j+1 − xi,j+1xi+1,j belongs to C .
Then, we see that IC is equal to the lattice basis ideal IB′ .

(b) Let L′ ⊂ L be the lattice with basis B′. Then, L′ is a direct summand of L.
This implies that (Zm ×Z

n)/L′ is torsionfree as well. Hence, by Theorem 3.17,
IL′ is a prime ideal. Now, we use Corollary 3.22 and deduce that IL′ = IC :
(
∏

ij xij )
∞. Thus, if all xij are nonzerodivisors modulo IC , then IC = IL′ , and

hence IC is a prime ideal. The converse direction of statement (b) is obvious.
�
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Fig. 8.3 A chessboard
configuration

The set of vertices of C , denoted V (C ), is the union of the vertices of its
adjacent 2-minors. Two distinct adjacent 2-minors δ, γ ∈ C are called connected,
respectively, weakly connected if there exist δ1, . . . , δr ∈ C such that δ = δ1,
γ = δr , and such that for i = 1, . . . , r − 1, δi and δi+1 have a common edge,
respectively, a common vertex.

A maximal subset D of C with the property that any two minors of D are
connected is called a connected component of C . A configuration C is called
connected, if C has only one connected component. A connected configuration of
adjacent 2-minors is displayed in Figure 8.2

To any configuration of adjacent 2-minors C , we attach a graph GC as follows:
the vertices of GC are the connected components of C . Let A and B be two
connected components of C . Then, there is an edge between A and B if there exists
a minor δ ∈ A and a minor γ ∈ B which have exactly one vertex in common. Note
that GC may have multiple edges.

A set of adjacent 2-minors is called a chessboard configuration, if any two minors
of this set meet in at most one vertex. An example of a chessboard configuration is
given in Figure 8.3. An ideal I ⊂ S is called a chessboard ideal if I = IC where C is
a chessboard configuration. Note that the graph GC of a chessboard configuration is
a simple bipartite graph. Indeed, in the case of a chessboard configuration the set of
vertices V of the graph GC corresponds to the set of 2-minors of the configuration.
We define the vertex decomposition V = V1∪V2 of V by letting V1 be the set of
2-minors located in the odd floors, and V2 the set of 2-minors located in the even
floors.

Theorem 8.2 Let C be a configuration of adjacent 2-minors. Then, the following
conditions are equivalent:

(i) IC is a prime ideal.
(ii) C is a chessboard configuration and GC has no cycle of length 4.

For the proof of Theorem 8.2, we need the following two lemmata.

Lemma 8.3 Let I be an ideal generated by adjacent 2-minors. For each of the
minors, we mark one of the monomials appearing in the minor as a potential initial
monomial. Then, there exists an ordering of the variables such that the marked
monomials are indeed the initial monomials with respect to the lexicographic order
induced by the given ordering of the variables.
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Proof In general, suppose that, in the set [N ] = {1, 2, . . . , N}, for each pair (i, i+1)

an ordering either i < i + 1 or i > i + 1 is given. We claim that there is a total
order < on [N ] which preserves the given ordering. Working by induction on N , we
may assume that there is a total order i1 < . . . < iN−1 on [N − 1] which preserve
the given ordering for the pairs (1, 2), . . . , (N − 2, N − 1). If N − 1 < N , then
i1 < . . . < iN−1 < N is a required total order < on [N ]. If N − 1 > N , then
N < i1 < . . . < iN−1 is a required total order < on [N ].

The above fact guarantees the existence of an ordering of the variables such
that the marked monomials are indeed the initial monomials with respect to the
lexicographic order induced by the given ordering of the variables. �

The following example demonstrates the construction of the monomial order
given in the proof of Lemma 8.3.

Example 8.4 In Figure 8.4, each of the squares represents an adjacent 2-minor,
and the diagonal in each of the squares indicates the marked monomial of the
corresponding 2-minor. For a lexicographic order for which the marked monomials
in Figure 8.4 are the initial monomials, the numbering of the variables in the top
row must satisfy the following inequalities:

1 < 2 > 3 < 4 > 5 > 6.

By using the general strategy given in the proof of Lemma 8.3, we relabel the top
row of the vertices by the numbers 1 up to 6, and proceed in the same way in the
next rows. The final result can be seen in Figure 8.5

We call a vertex of a 2-minor in C free, if it does not belong to any other 2-minor
of C , and we call the 2-minor δ = ad − bc free, if either (i) a and d are free or (ii)
b and c are free.

Lemma 8.5 Let C be a chessboard configuration with |C | ≥ 2. Suppose GC does
not contain any cycle of length 4. Then, the C contains at least two free 2-minors.

Fig. 8.4 Marked initial
monomials

1 2 3 4 5 6

7 8 129 10 11

13 14 15 16

17 18 19 20

Fig. 8.5 Relabeling of the
variables

4 5 3 6 2 1

7 8 1210 11 9

13 14 16 15

17 18 19 20
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Fig. 8.6 A sequence of
adjacent 2-minors a

c
b
d

Proof We may assume there is at least one nonfree 2-minor in C , say δ = ad − bc.
Since we do not have a cycle of length 4, there exists a sequence of 2-minors in
C as indicated in Figure 8.6. Then, the leftmost and the rightmost 2-minor of this
sequence is free. �

Proof (Proof of Theorem 8.2) (i) ⇒ (ii): Let δ, γ ∈ IC be two adjacent 2-minors
which have an edge in common. Say, δ = ae − bd and γ = bf − ce. Then,
b(af − cd) ∈ IC , but neither b nor af − cd belongs to IC . Therefore, C must
be a chessboard. Suppose GC contains a cycle of length 4. Then, there exist in IC

adjacent two minors δ1 = ae − bd, δ2 = ej − f i, δ3 = hl − ik, and δ4 = ch − dg.
Then, h(bcjk − afgl) ∈ IC , but neither h nor bcjk − afgl belongs to IC .

(ii) ⇒ (i): By virtue of Proposition 8.1, what we must prove is that all variables
xij are nonzerodivisors of S/IC . Let G be the set of generating adjacent 2-minors
of IC . Fix an arbitrary vertex xij . We claim that for each of the minors in G we may
mark one of the monomials in the support as a potential initial monomial such that
the variable xij appears in none of the potential initial monomials and that any two
potential initial monomials are relatively prime.

We are going to prove this claim by induction on |G |. If |G | = 1, then the
assertion is obvious. Now assume that |G | ≥ 2. Then, Lemma 8.5 says that there
exist at least two free adjacent 2-minors in G . Let δ = ad − bc be one of them and
assume that a and d are free vertices of δ. We may assume that xij �= a and xij �= d.
Let G ′ = G \ {δ}. By assumption of induction, for each of the minors of G ′ we may
mark one of the monomials in the support as a potential initial monomial such that
the variable xij appears in none of the potential initial monomials and that any two
potential initial monomials are relatively prime. Then, these markings together with
the marking ad are the desired markings of the elements of G .

According to Lemma 8.3, there exists an ordering of the variables such that
with respect to the lexicographic order induced by this ordering the potential initial
monomials become the initial monomials. Since the initial monomials are relatively
prime, it follows that G is a Gröbner basis of IC , and since xij does not divide
any initial monomial of an element in G it follows that xij is a nonzerodivisor of
S/ in(IC ), where in(IC ) is the initial ideal of IC . But then, xij is a nonzerodivisor
of S/IC as well. �
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8.1.2 Configurations of Adjacent 2-Minors with Quadratic
Gröbner Basis

The goal of this section is to identify all configurations C of adjacent 2-minors for
which IC has a quadratic Gröbner basis. To achieve this goal, several preliminary
steps are required.

A configuration C of adjacent 2-minors is called a path, if there exists an ordering
δ1, . . . , δr of the elements of C such that for all i,

δj∩δi ⊂ δi−1∩δi for all j < i, and δi−1∩δi is an edge of δi .

Such an ordering is called a path ordering. A vertex of δ1 or of δr which does not
belong to any other δj of the path is called an end point of the path.

A path C with path ordering δ1, . . . , δr where δi = [ai, ai + 1|bi, bi + 1] for i =
1, . . . , r is called monotone, if the sequences of integers a1, . . . , ar and b1, . . . , br

are monotone sequences. The monotone path C is called decreasing if the sequences
a1, . . . , ar and b1, . . . , br are both increasing or both decreasing, and the monotone
path is called increasing, if one of the sequences is increasing and the other one is
decreasing, see Figure 8.7.

If for C we have a1 = a2 = · · · = ar , or b1 = b2 = · · · = br , then we call
C a line path. Notice that a line path is both monotone increasing and monotone
decreasing.

Let δ = ad −bc be an adjacent 2-minor with a = xij , b = xij+1, c = xi+1j , and
xi+1j+1. Then, the monomial ad is called the diagonal of δ.

Lemma 8.6 Let C be a monotone increasing (decreasing) path of 2-minors. Then,
for any monomial order < for which IC has a quadratic Gröbner basis, the initial
monomials of the generators are all diagonals (anti-diagonals).

Proof Suppose first that C is a line path. If IC has a quadratic Gröbner basis, then
the initial monomials of the 2-minors of C are all diagonals or all anti-diagonals,
because otherwise there would be two 2-minors δ1 and δ2 in C connected by an
edge such that in(δ1) is a diagonal and in(δ2) is an anti-diagonal. The S-polynomial
of δ1 and δ2 is a binomial of degree 3 which belongs to the reduced Gröbner basis
of IC , a contradiction. If all initial monomials of the 2-minors in C are diagonals,
we interpret C as a monotone increasing path, and if all initial monomials of the
2-minors in C are anti-diagonals, we interpret C as a monotone decreasing path.

Fig. 8.7 Monotone paths

decreasing increasing
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Fig. 8.8 Sub-paths of a
monotone path

Fig. 8.9 Forbidden
configurations of 2-minors

Square Pin Saddle

Now, assume that C is not a line path. We may assume that C is monotone
increasing. (The argument for a monotone decreasing path is similar). Then, since C
is not a line path it contains one of the following sub-paths displayed in Figure 8.8.

For both sub-paths, the initial monomials must be diagonals, otherwise IC would
not have a quadratic Gröbner basis. Then, as in the case of line paths one sees that
all the other initial monomials of C must be diagonals. �

A configuration of adjacent 2-minors which is of the form shown in Figure 8.9,
or which is obtained by rotation from them, is called a square, a pin, and a saddle,
respectively.

Lemma 8.7 Let C be a connected configuration of adjacent 2-minors. Then, C is
a monotone path if and only if C contains neither a square nor a pin nor a saddle.

Proof Assume that C = δ1, δ2, . . . , δr with δi = [ai, ai + 1|bi, bi + 1] for
i = 1, . . . , r is a monotone path. Without loss of generality, we may assume that
the both sequences a1, . . . , ar and b1, . . . , br are monotone increasing. We will
show by induction on r that it contains no square, no pin, and no saddle. For
r = 1, the statement is obvious. Now, let us assume that the assertion is true
for r − 1. Since C ′ = δ1, δ2, . . . , δr−1 is monotone increasing, it follows that
the coordinates of the minors δi for i = 1, . . . , r − 1 sit inside the rectangle R

with corners (a1, b1), (ar−1 + 1, b1), (ar−1 + 1, br−1 + 1), (a1, br−1 + 1), and
C ′ has no square, no pin, and no saddle. Since C is monotone increasing, δr =
[ar−1, ar−1 + 1|br−1 + 1, br−1 + 2] or δr = [ar−1 + 1, ar−1 + 2|br−1, br−1 + 1]. It
follows that if C would contain a square, a pin, or a saddle, then the coordinates of
one of the minors δi , i = 1, . . . , r − 1 would not be inside the rectangle R.

Conversely, suppose that C contains no square, no pin, and no saddle. Then, C ′
contains no square, no pin, and no saddle as well. Thus, arguing by induction on
r , we may assume that C ′ is a monotone path. Without loss of generality, we may
even assume that a1 ≤ a2 ≤ · · · ≤ ar−1 and b1 ≤ b2 ≤ · · · ≤ br−1. Now, let δr be
connected to δi (via an edge). If i ∈ {2, . . . , r − 2}, then C contains a square, a pin,
or a saddle which involves δr , a contradiction. If i = 1 or i = r − 1, and C is not
monotone, then C contains a square or a saddle involving δr . �

Now, we are ready to classify all configurations of adjacent 2-minors for which
IC admits a quadratic Gröbner basis,
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Fig. 8.10 The initial
monomials of two adjacent
2-minors a b c

d e f

a b

c d e

f g

Fig. 8.11 Two connected
components with the
common corner c c

Theorem 8.8 Let C be a configuration of adjacent 2-minors. Then, the following
conditions are equivalent:

(i) IC has a quadratic Gröbner basis with respect to the lexicographic order
induced by a suitable order of the variables.

(ii) (α) Each connected component of C is a monotone path.
(β) If A and B are components of C which meet in a vertex which is not an

end point of A or not an end point of B, and if A is monotone increasing,
then B must be monotone decreasing, and vice versa.

(ii) The initial ideal of IC with respect to the lexicographic order induced by a
suitable order of the variables is a complete intersection.

Proof (i) ⇒ (ii): (α) Suppose there is component A of C which is not a monotone
path. Then, according to Lemma 8.7, A contains a square, a pin, or a saddle. In
all three cases, no matter how we label the vertices of the component A , it will
contain, up to a rotation or reflection, two adjacent 2-minors with initial monomials
as indicated in Figure 8.10.

In the first case, the S-polynomial of the two minors is abf − bcd and in the
second case it is aef − bcg. We claim that in both cases these binomials belong to
the reduced Gröbner basis of IC , which contradicts our assumption (a).

Indeed, first observe that the adjacent 2-minors generating the ideal IC is the
unique minimal set of binomials generating IC . Therefore, the initial monomials
of degree 2 are exactly the initial monomials of these binomials. Suppose now that
abf − bcd does not belong to the reduced Gröbner basis of IC . Then, one of the
monomials ab, af , or bf must be the initial monomial of an adjacent 2-minor, which
is impossible. In the same way, one argues in the second case.

(β) Assume that A and B have a vertex c in common. Then, c must be a corner
of A and B, that is, a vertex which belongs to exactly one 2-minor of A and exactly
one 2-minor of B, see Figure 8.11.

If for both components of the initial monomials are the diagonals (anti-
diagonals), then the S-polynomial of the 2-minor in A with vertex c and the
2-minor of B with vertex c is a binomial of degree three whose initial monomial is



8.1 Configurations of Adjacent 2-Minors 247

Fig. 8.12 Monotone
increasing paths meeting in a
vertex

not divisible by any initial monomial of C , unless c is an end point of both A and
B. Thus, the desired conclusion follows from Lemma 8.6.

(ii) ⇒ (iii): The condition (b) implies that any pair of initial monomials of two
distinct binomial generators of IC are relatively prime. Hence, the initial ideal is a
complete intersection.

(iii) ⇒ (i): Since the initial monomial of the 2-minors generating IC belong to
any reduced Gröbner basis of IC , they must form a regular sequence. This implies
that S-polynomials of any two generating 2-minors of IC reduce to 0. Therefore, IC

has a quadratic Gröbner basis. �
Corollary 8.9 Let C be a configuration of adjacent 2-minors satisfying the condi-
tions of Theorem 8.8(ii). Then, IC is a radical ideal generated by a regular sequence.

Proof Let C = δ1, . . . , δr . By Theorem 8.8, there exists a monomial order < such
that in<(δ1), . . . , in<(δr) is a regular sequence. It follows that δ1, . . . , δr is a regular
sequence. Since the initial monomials are squarefree and form a Gröbner basis of
IC , it follows that IC is a radical ideal, cf. proof of Corollary 7.13. �

To demonstrate Theorem 8.8, we consider the following two examples displayed
in Figure 8.12

In both examples, the component A and the component B are monotone
increasing paths. In the first example, A and B meet in a vertex which is an end
point of A , therefore condition (ii)(β) of Theorem 8.8 is satisfied, and the ideal
IA ∪B has a quadratic Gröbner basis. However, in the second example A and B
meet in a vertex which is not an end point of A and not an end point of B.
Therefore, condition (ii)(β) of Theorem 8.8 is not satisfied, and the ideal IA ∪B

does not have a quadratic Gröbner basis for the lexicographic order induced by any
order of the variables.

8.1.3 Minimal Prime Ideals of Convex Configurations of
Adjacent 2-Minors

Let [a1, a2|b1, b2] be a 2-minor. Each of the adjacent 2-minors [a, a + 1|b, b + 1]
with a1 ≤ a < a2 and b1 ≤ b < b2 is called an adjacent 2-minor of [a1, a2|b1, b2].
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Fig. 8.13 A convex
configuration

a b c

d e
f

g

h i j

Let C be a configuration of adjacent 2-minors, and let δ = [a1, a2|b1, b2] be a
2-minor whose vertices belong to V (C ). Then, δ is called an inner minor of C , if
all adjacent 2-minors of δ belong to C . The set of inner minors of C will be denoted
by In(C ) and the ideal they generate by JC .

A weakly connected configuration C of adjacent 2-minors is called convex, if
each minor [a1, a2|b1, b2] whose vertices belong to V (C ) is an inner minor of C . An
arbitrary configuration C of adjacent 2-minors is called convex, if each of its weakly
connected components is convex. For example, the configurations of adjacent 2-
minors displayed in Figure 8.12 are both convex, while the configuration shown in
Figure 8.2 is not convex.

We want to determine the minimal prime ideals of IC when C is a convex
configuration of adjacent 2-minors. For this purpose, we have to introduce some
terminology: let C = δ1, δ2, . . . , δr be an arbitrary configuration of adjacent 2-
minors. A subset W of the vertex set of C is called admissible, if for each δi either
W∩V (δi) = ∅ or W∩V (δi) contains an edge of δi .

The admissible sets of the convex configuration of 2-minors displayed in
Figure 8.13 are the following:

∅, {c, g}, {d, h}, {a, e, i}, {b, f, j}, {a, b, c}, . . . , {a, b, c, d, e, f, g, h, i, j}.

Let W ⊂ V (C ) be an admissible set. We define the ideal PW(C ) as follows: let
C ′ = {δ ∈ C : V (δ)∩W = ∅}. Then, PW(C ) is defined to be generated by the
variables corresponding to W together with the inner 2-minors of C ′. Obviously,
IC ⊂ PW(C ). Note that

PW(C ) = (W, In(C ′)) = (W, JC ′) = (W, P∅(C ′)).

For the configuration displayed in Figure 8.13, we have

P∅(C ) = (af − be, aj − bi, ej − f i, ag − ce, bg − cf, di − eh, dj − f h),

P{d,h}(C ) = (d, h, af − be, aj − bi, ej − f i, ag − ce, bg − cf ).

Lemma 8.10 Let C be a convex configuration of adjacent 2-minors, and let W ⊂
V (C ) be an admissible set of C , and let C ′ = {δ ∈ C : V (δ)∩W = ∅}. Then, C ′
is again a convex configuration of 2-adjacent minors. Moreover, for any admissible
set W ⊂ V (C ) the ideal PW(C ) is a prime ideal.
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Proof Let C ′′ be one of the weakly connected components of C ′. Let [a1, a2|b1, b2]
be a minor whose vertices belong to V (C ′′). We want to show that [a1, a2|b1, b2]
is an inner minor of C ′′, in other words, that all adjacent 2-minors δ = [a, a +
1|b, b+ 1] of [a1, a2|b1, b2] belong to C ′′. Suppose one of these adjacent 2-minors,
say δ = [i, i + 1|j, j + 1], does not belong to C ′. Then, one of the edges of δ

belongs to W , say {xi+1,j , xi+1,j+1}. If δ does not meet the vertices on the border
lines connecting the corners xa1,b2 and xa2,b2 , and xa2,b1 and xa2,b2 , then δ′ = [i +
1, i + 2|j + 1, j + 2] belongs to [a1, a2|b1, b2], and hence it belongs to C , since
C is convex. Since V (δ′)∩W �= ∅ and W is an admissible set of C , we see that
either xi+1,j+2 ∈ W or xi+2,j+1 ∈ W . Proceeding in this way, we see that W meets
a border line of [a1, a2|b1, b2]. We may assume that xj,b2 ∈ W for some j with
a1 + 1 < j < a2 − 1.

Now, if the adjacent 2-minor [j, j + 1|b2, b2 + 1] ∈ C , then either xj+1,b2 ∈
W or xj,b2+1 ∈ W . Proceeding in this way, we find a sequence of elements
xi1,j1 , . . . , xir ,jr which belongs to W with the property that (i) (i1, j1) = (j, b2),
(ii) for all k with 1 ≤ k < r we have (ik+1, jk+1) = (ik + 1, jk) or (ik+1, jk+1) =
(ik, jk + 1), and (iii) the adjacent 2-minor [ir , ir + 1|jr , jr + 1] does not belong to
C (otherwise the sequence could be extended). Moreover, for 1 ≤ k < r we have
that δk = [ik, ik + 1|jk, jk + 1] ∈ C and δk∩W �= ∅ for all k. By construction,
δr−1 = [ir − 1, ir |jr , jr + 1] or δr−1 = [ir , ir + 1|jr − 1, jr ] belong to C . We may
assume that δr−1 = [ir − 1, ir |jr , jr + 1]. Then, it follows that all the adjacent 2-
minors γk = [k, k + 1|jr , jr + 1] for k = ir , . . . , m− 1 do not belong to C . Indeed,
if γk ∈ C for some k, then since δr−1 = [ir −1, ir |jr , jr +1] belongs to C and since
C is convex, it would follow that [ir , ir +1|jr , jr +1] belongs to C , a contradiction.
Similarly, there exists xk1,l1 , . . . , xks ,ls which belongs to W with the property that
(i) (k1, l1) = (j, b2), (ii) for all t with 1 ≤ t < s we have (it+1, jt+1) = (it − 1, jt )

or (it+1, jt+1) = (it , jt − 1), and either the adjacent 2-minors [is − 1, is |k − 1, k]
do not belong to C for k = 1, . . . , js , or the adjacent 2-minors [k − 1, k|js − 1, js]
do not belong to C for k = 1, . . . , is .

Since the vertices xa1,b2 and xa2,b2 belong to the weakly connected component
C ′′ of C ′, there exists a chain σ1, . . . , σv of adjacent 2-minors in C ′ with
V (σi)∩V (σi+1) �= ∅ for all i and such that xa1,b2 ∈ σ1 and xa2,b2 ∈ σv . It
follows that {xi1,j1 , . . . , xir ,jr , xk1,l1 , . . . , xks ,ls }∩σi �= ∅ for some i. Therefore,
V (σi)∩W �= ∅, a contradiction since σi ∈ C ′.

Now, since C ′ is a convex configuration, Corollary 8.23 implies that P∅(C ′) is a
prime ideal. Therefore, PW(C ) is a prime ideal as well. �
Theorem 8.11 Let C be a convex configuration of adjacent 2-minors. Let P be a
minimal prime ideal of IC . Then, there exists an admissible set W ⊂ V (C ) such
that P = PW(C ). In particular,

√

I (C ) =
⋂

W

PW(C ),

where the intersection is taken over all admissible sets W ⊂ V (C ).
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Fig. 8.14 A non-convex
configuration

a b

c d e f

g h i j

k l

Proof Let P be any minimal prime ideal of I (C ), and let W be the set of variables
among the generators of P . We claim that W is admissible. Indeed, suppose that
W∩V (δ) �= ∅ for some adjacent 2-minor of C . Say, δ = ad − bc and a ∈ W . Then,
bc ∈ P . Hence, since P is a prime ideal, it follows that b ∈ P or c ∈ P . Thus, W

contains the edge {a, c} or the edge {a, b} of δ.
Since I (C ) ⊂ P , it follows that (W, I (C )) ⊂ P . Observe that (W, I (C )) =

(W, I (C ′)), where W∩V (C ′) = ∅ and C ′ is again a convex configuration; see
Lemma 8.10. Modulo W we obtain a minimal prime ideal P̄ of the ideal I (C ′)
which contains no variables.

By Corollary 8.23, the ideal P∅(C ′) is a prime ideal containing I (C ′). Thus, the
assertion of the theorem follows once we have shown that P∅(C ′) ⊂ P̄ .

Since P∅(C ′) is generated by the union of the set of 2-minors of certain r × s-
matrices, it suffices to show that if P is a prime ideal having no variables among
its generators and containing all adjacent 2-minors of the r × s-matrix X, then it
contains all 2-minors of X. In order to prove this, let δ = [a1, a2|b1, b2] be an
arbitrary 2-minor of X. We prove that δ ∈ P by induction on (a2 − a1)+ (b2 − b1).
For (a2 − a1)+ (b2 − b1) = 2, this is the case by assumption. Now, let (a2 − a1)+
(b2 − b1) > 2. We may assume that a2 − a1 > 1. Let δ1 = [a1, a2 − 1|b1, b2]
and δ2 = [a2 − 1, a2|b1, b2]. Then, xa2−1,b1δ = xa2,b1δ1 + xa1,b1δ2. Therefore, by
induction hypothesis xa2−1,b1δ ∈ P . Since P is a prime ideal, and xa+k−1,1 �∈ P it
follows that δ ∈ P , as desired. �

In general, it seems to be pretty hard to find the primary decomposition for
ideals generated by adjacent 2-minors. For example, the primary decomposition
(computed with the help of Singular [49]) of the ideal I (C ) of adjacent 2-minors,
shown in Figure 8.14, is the following:

I (C ) = (ae − bd, ch − dg, ej − f i, hl − ik)

= (ik − hl, f i − ej, dg − ch, bd − ae, bcjk − afgl)∩(d, e, h, i).

It turns out that I (C ) is a radical ideal. On the other hand, if we add the minor
di − eh, we get a connected configuration C ′ of adjacent 2-minors. The ideal I (C ′)
is not radical, because it contains a pin, see Proposition 8.14. Indeed, one has

√

I (C ′) = (ae − bd, ch − dg, ej − f i, hl − ik, di − eh, fghl − chjl,

bf hl − aej l, bchk − achl, bcf h − acej).
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By applying the next theorem, we can determine the minimal prime ideals of
I (C ′). We get

√

I (C ′) = (ae − bd, ch − dg, ej − f i, hl − ik, di − eh, fghl − chjl,

bf hl − aej l, bchk − achl, bcf h − acej)

= (−ik + hl,−f i + ej,−ek + dl,−f h + dj,−eh + di,−fg + cj,

−eg + ci,−dg + ch,−bk + al,−bh + ai,−bd + ae)

∩ (d, e, h, i)∩(a, d, h, i, j)∩(d, e, f, h, k)∩(c, d, e, i, l)∩(b, e, g, h, i)

∩ (a, d, h, k, ej − f i)∩(c, d, e, f, hl − ik)∩(b, e, i, l, ch − dg)

∩ (g, h, i, j, ae − bd).

The presentation of
√

I (C ) as an intersection of prime ideals as given in Theo-
rem 8.11 is usually not irredundant. In order to obtain an irredundant intersection,
we have to identify the minimal prime ideals of I (C ) among the prime ideals
PW(C ).

For any configuration C , we denote by G (C ) the set of adjacent 2-minors
generating P∅(C ).

Theorem 8.12 Let C be a convex configuration of adjacent 2-minors, and let
V,W ⊂ V (C ) be admissible sets of C , and let PV (C ) = (V ,G (C ′)) and
PW(C ) = (W,G (C ′′)) where C ′ = {δ ∈ C : V (δ)∩V = ∅} and C ′′ = {δ ∈
C : V (δ)∩W = ∅}. Then,

(a) PV (C ) ⊂ PW(C ) if and only if V ⊂ W , and for all elements

δ ∈ G (C ′) \ G (C ′′)

one has that W∩V (δ) contains an edge of δ.
(b) PW(C ) = (W,G (C ′′)) is a minimal prime ideal of I (C ) if and only if for all

admissible subsets V ⊂ W with PV (C ) = (V ,G (C ′)) there exists

δ ∈ G (C ′) \ G (C ′′)

such that the set W∩V (δ) does not contain an edge of δ.

Proof

(a) Suppose that PV (C ) ⊂ PW(C ). The only variables in PW(C ) are those
belonging to W . This shows that V ⊂ W . The inclusion PV (C ) ⊂ PW(C )

implies that δ ∈ (W,G (C ′′)) for all δ ∈ G (C ′). Suppose W∩V (δ) = ∅. Then,
δ belongs to P∅(C ′′) = (G (C ′′)). Let f = u − v ∈ G (C ′′). Neither u nor v

appears in another element of G (C ′′). Therefore, any binomial of degree 2 in
P∅(C ′′) belongs to G (C ′′). In particular, δ ∈ G (C ′′), a contradiction. Therefore,
W∩V (δ) �= ∅.
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Fig. 8.15 The admissible sets shown in Figure 8.13

Suppose that W∩V (δ) does not contain an edge of δ = ad − bc. We
may assume that a ∈ W∩V (δ). Then, since δ ∈ PW(C ), it follows that
bc ∈ PW(C ). Since PW(C ) is a prime ideal, we conclude that b ∈ PW(C )

or c ∈ PW(C ).Then, b ∈ W or c ∈ W and hence either the edge {a, b} or the
edge {a, c} belongs to W∩V (δ).

The “if” part of statement (a) is obvious.
(b) is a simple consequence of Theorem 8.11 and statement (a). �

In Figure 8.15, we display all the minimal prime ideals of I (P) for the path P
shown in Figure 8.13. The fat dots mark the admissible sets and the dark shadowed
areas, the regions where the inner 2-minors have to be taken.

8.1.4 Strongly Connected Configurations Which Are Radical

We call a connected configuration of adjacent 2-minors strongly connected, if the
following condition is satisfied: for any two adjacent 2-minors δ1, δ2 ∈ C which
have exactly one vertex in common, there exists δ ∈ C which has a common edge
with δ1 and a common edge with δ2.

This section is devoted to study strongly connected configuration of adjacent 2-
minors C for which I (C ) is a radical ideal.

We call a configuration C of adjacent 2-minors a cycle, if for each δ ∈ C there
exist exactly two δ1, δ2 ∈ C such that δ and δ1 have a common edge and δ and δ2
have a common edge.

Lemma 8.13 Let C be a strongly connected configuration which does not contain
a pin. Then, C is a path or a cycle.

Proof If C does not contain a pin, then for each adjacent 2-minor δ ∈ C there exist
at most two adjacent 2-minors in C which have a common edge with δ. Thus, if C
is not a cycle but connected, there exists δ1, δ2 ∈ C such that δ1 has a common edge
only with δ1. Now, in the configuration C ′ = C \ {δ1} the element δ2 has at most
one edge in common with another element of C ′. If δ2 has no edge in common with
another element of C ′, then C = {δ1, δ2}. Otherwise, continuing this argument, a
simple induction argument yields the desired conclusion. �
Proposition 8.14 Let C be a strongly connected configuration of adjacent 2-
minors. If I (C ) is a radical ideal, then C is a path or a cycle.

Proof By Lemma 8.13, it is enough to prove that C does not contain a pin. Suppose
C contains the pin C ′ as shown in Figure 8.16.
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Fig. 8.16 A labeled pin a b

c f

g h i j

d e

Fig. 8.17 A pin with
neighbors

a b

c f

g h i j

d e

k l

Then, q = acej − bcf h �∈ I (C ′) but q2 ∈ I (C ′) ⊂ I (C ). We consider two
cases. In the first case, suppose that the adjacent 2-minors kd − ac and bf − le do
not belong to C , see Figure 8.17.

Then, q �∈ (I (C ),W) where W is the set of vertices which do not belong to C ′. It
follows that q �∈ I (C ). In the second case, we may assume that ac−kd ∈ C . Let C ′′
be the configuration with the adjacent 2-minors kd −ac, ae−bd, ch−dg, di − eh.
Then, r = kdi−aeg �∈ I (C ′′) but r2 ∈ I (C ′′) ⊂ I (C ). Then, r �∈ (I (C ), V ) where
V is the set of vertices in C which do not belong to C ′. It follows that r �∈ I (C ).
Thus, in both cases we see that I (C ) is not a radical ideal. �

Problems

8.1 Let C be a path with more than one 2-minor. Find a zerodivisor modulo I (C ).

8.2 Show that there is no converse to the statement of Proposition 8.14. In other
words, show that there is a cycle configuration C such that I (C ) is not a radical
ideal.

8.3 Let C be the configuration of 2-minors whose vertices belong to the interval
[(1, 1), (3, 3)]. Determine the minimal prime ideals of I (C ) and compute

√
I (C ).

8.2 Polyominoes

Polyominoes are, roughly speaking, plane figures obtained by joining squares of
equal size edge to edge. To explain this more precisely, we first recall the concept of
cells introduced in the previous section. We consider (R2,≤) as a partially ordered
set with (x, y) ≤ (z, w) if and only if x ≤ z and y ≤ w. Let a, b ∈ Z

2. Then,
the set [a, b] = {c ∈ Z

2 : a ≤ c ≤ b} is called an interval. In what follows,
it is convenient also to define [a, b] to be [b, a] if b ≤ a. Furthermore, we set
[a, b] = {x ∈ R

2 : a ≤ x ≤ b}.
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Fig. 8.18 Polyomino

Let a = (i, j), b = (k, l) ∈ Z
2 with i < k and j < l. Then, the elements a and

b are called diagonal corners, and the elements c = (i, l) and d = (k, j) are called
anti-diagonal corners of [a, b].

A cell is an interval of the form [a, b], where b = a + (1, 1). The cell C =
[a, a + (1, 1)] consists of the elements a, a + (0, 1), a + (1, 0), and a + (1, 1),
which are called the vertices of C. We denote the set of vertices of C by V (C).
The intervals [a, a + (1, 0)], [a + (1, 0), a + (1, 1)], [a + (0, 1), a + (1, 1)], and
[a, a + (0, 1)] are called the edges of C. Each edge consists of two elements, called
the corners of the edge.

We now consider a finite collection of cells P in Z
2. Let C and D be two cells

of P . Then, C and D are said to be connected, if there is a sequence of cells C =
C1, . . . , Cm = D of P such that Ci ∩ Ci+1 is an edge of Ci for i = 1, . . . , m − 1.
If, in addition, Ci �= Cj for all i �= j , then C is called a path (connecting C and D).
The collection of cells P is called a polyomino if any two cells of P are connected,
see Figure 8.18. The set V (P) = ⋃

C∈P V (C) is called the set of vertices of P .
Let Q be an arbitrary collection of cells. Then, each connected component of Q

is a polyomino.
Let P be a polyomino, and let K be a field. We denote by S the polynomial ring

over K with variables xij where (i, j) ∈ V (P). A 2-minor xij xkl − xilxkj ∈ S is
called an inner minor of P if all the cells [(r, s), (r + 1, s + 1)] with i ≤ r ≤ k − 1
and j ≤ s ≤ l − 1 belong to P . In that case, the interval [(i, j), (k, l)] is called
an inner interval of P . The ideal IP ⊂ S generated by all the inner minors of P
is called the polyomino ideal of P . We also set K[P] = S/IP , and call it the
coordinate ring of P .

8.2.1 Balanced Polyominoes

Among the polyominoes, the balanced polyominoes admit coordinate rings with
many nice properties. An interval [a, b] with a = (i, j) and b = (k, l) is called a
horizontal edge interval of P if j = l and the sets {r, r + 1} for r = i, . . . , k − 1
are edges of cells of P . Similarly, one defines vertical edge intervals of P .

An integer value function α : V (P) → Z is called admissible, if for all maximal
horizontal or vertical edge intervals I of P one has
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Fig. 8.19 An admissible
labeling
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a∈I

α(a) = 0.

In Figure 8.19, an admissible labeling of the polyomino is shown. Given an
admissible labeling α, we define the binomial

fα =
∏

a∈V (P)
α(a)>0

xα(a)
a −

∏

a∈V (P)
α(a)<0

x−α(a)
a .

Let JP be the ideal generated by the binomials fα where α is an admissible
labeling of P . It is obvious that IP ⊂ JP . We call a polyomino balanced if for
any admissible labeling α, the binomial fα ∈ IP . This is the case if and only if
IP = JP .

Consider the free abelian group G = ⊕

(i,j)∈V (P) Ze(i,j) with basis elements
e(i,j). To any cell C = [(i, j), (i + 1, j + 1)] of P we attach the element bC =
e(i,j) + e(i+1,j+1) − e(i+1,j) − e(i,j+1) in G and let Λ ⊂ G be the lattice spanned by
these elements.

Lemma 8.15 The elements bC form a K-basis of Λ and hence rankZ Λ = |P|.
Moreover, Λ is saturated. In other words, G/Λ is torsionfree.

Proof We order the basis elements e(i,j) lexicographically. Then, the initial basis
element of bC is e(i,j). This shows that the elements bC are linearly independent
and hence form a Z-basis of Λ. We may complete this basis of Λ by the elements
e(i,j for which (i, j) is not a lower-left corner of a cell of P to obtain a basis of G.
This shows that G/Λ is free, and hence torsionfree. �

The lattice ideal IΛ attached to the lattice Λ is the ideal generated by all
binomials

fv =
∏

a∈V (P)
va>0

xva
a −

∏

a∈V (P)
va<0

x−va
a
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with v = ∑

a∈V (P) vaea ∈ Λ.

Proposition 8.16 Let P be a balanced polyomino. Then, IP = IΛ.

Proof The assertion follows once we have shown that for any v ∈ Λ there exists an
admissible labeling α of P such that va = α(a) for all a ∈ V (P). Indeed, since
the elements bC ∈ Λ form a Z-basis of Λ, there exist integers zC ∈ Z such that
v = ∑

C zCbC . We set α = ∑

C∈P zCαC where for C = [(i, j), (i + 1, j + 1)],

αC((k, l)) =
⎧

⎨

⎩

1, if (k, l) = (i, j) or (k, l) = (i + 1, j + 1),

−1, if (k, l) = (i + 1, j) or (k, l) = (i, j + 1),

0, otherwise.

Then, α(a) = va for all a ∈ V (P). Since each αC is an admissible labeling of
P and since any linear combination of admissible labelings is again an admissible
labeling, the desired result follows. �
Corollary 8.17 If P is a balanced polyomino, then IP is a prime ideal of height
|P|.
Proof By Proposition 8.16, IP = IΛ and by Lemma 8.15, Λ is saturated. It follows
that IP is a prime ideal, see Theorem 3.17. Next, it follows from Proposition 3.1
(see also Problem 3.12) that height IP = rankZ Λ. Hence, the desired conclusion
regarding height IP follows from Lemma 8.15. �

Next, for any balanced polyomino P , we will identify the primitive binomials in
IP . This will allow us to show that the initial ideal of IP is a squarefree monomial
ideal for any monomial order.

The primitive binomials in P are determined by cycles. A sequence of vertices
C = a1, a2, . . . , am in V (P) with am = a1 and such that ai �= aj for all 1 ≤ i <

j ≤ m − 1 is a called a cycle in P if the following conditions hold:

(i) [ai, ai+1] is a horizontal or vertical edge interval of P for all i = 1, . . . , m−1;
(ii) for i = 1, . . . , m, one has: if [ai, ai+1] is a horizontal interval of P , then

[ai+1, ai+2] is a vertical edge interval of P and vice versa. Here, am+1 = a2.

It follows immediately from the definition of a cycle that m − 1 is even. Given a
cycle C , we attach to C the binomial

fC =
(m−1)/2
∏

i=1

xa2i−1 −
(m−1)/2
∏

i=1

xa2i

Theorem 8.18 Let P be a balanced polyomino.

(a) Let C be a cycle in P . Then, fC ∈ IP .
(b) Let f ∈ IP be a primitive binomial. Then, there exists a cycle C in P such that

each maximal interval of P contains at most two vertices of C and f = ±fC .
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Proof

(a) Let C = a1, a2, . . . , am be a cycle in P . We define a labeling α of P by setting
α(a) = 0 if a �∈ C and α(ai) = (−1)i+1 for i = 1, . . . , m, and claim that α

is an admissible labeling of P . To see this, we consider a maximal horizontal
edge interval I of P . If I∩C = ∅, then α(a) = 0 for all a ∈ I . On the other
hand, if I∩C �= ∅, then there exist integers i such that ai, ai+1 ∈ I (where
ai+1 = a1 if i = m − 1), and no other vertex of I belongs to C . It follows that
∑

a∈I α(a) = 0. Similarly, we see that
∑

a∈I α(a) = 0 for any vertical edge
interval. It follows form the definition of α that fC = fα , and hence since P is
balanced it follows that fC ∈ IP .

(b) Let f ∈ IP be a primitive binomial. Since P is balanced and f is irreducible,
there exists an admissible labeling α of P such that

f = fα =
∏

a∈V (P)
α(a)>0

xα(a)
a −

∏

a∈V (P)
α(a)<0

x−α(a)
a .

Choose a1 ∈ V (P) such that α(a1) > 0. Let I1 be the maximal horizontal
edge interval with a1 ∈ I1. Since α is admissible, there exists some a2 ∈ I1
with α(a2) < 0. Let I2 be the maximal vertical edge interval containing a2.
Then, similarly as before, there exists a3 ∈ I2 with α(a3) > 0. In the next step,
we consider the maximal horizontal edge interval containing a3 and proceed as
before. Continuing in this way, we obtain a sequence a1, a2, a3, . . . , of vertices
of P such that α(a1), α(a2), α(a3), . . . is a sequence with alternating signs.
Since V (P) is a finite set, there exists a number m such that ai �= aj for all
1 ≤ i < j ≤ m and am = ai for some i < m. It follows that α(am) = α(ai)

which implies that m − i is even. Then, the sequence C = ai, ai+1, . . . am is a
cycle in P , and hence by (a), fC ∈ IP .

For any binomial g = u−v we set g(+) = u and g(−) = v. Now, if i is odd, then
f

(+)
C divides f (+) and f

(−)
C divides f (−), while if i is even, then f

(+)
C divides f (−)

and f
(−)
C divides f (+). Since f is primitive, we see that f = ±fC , as desired. �

Corollary 8.19 Let P be a balanced polyomino. Then, for any monomial order,
the ideal IP admits a squarefree initial ideal.

Proof By Corollary 8.17, IP is a prime ideal. This implies that IP is a toric
ideal, see Theorem 3.4. Now, we use the fact, shown in Theorem 3.13, that the
reduced Gröbner basis of a toric ideal with respect to any monomial order consists
of primitive binomials. Since by Theorem 8.18, the primitive binomials of IP have
squarefree initial terms for any monomial order, the desired conclusion follows. �

The preceding corollary has nice consequences.

Corollary 8.20 Let P be a balanced polyomino. Then, K[P] is a normal Cohen–
Macaulay domain of dimension |V (P)| − |P|.
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Fig. 8.20 A simple
polyomino

Proof A toric ring whose toric ideal admits a squarefree initial ideal is normal, see
Corollary 4.26. By a theorem of Hochster [27, Theorem 6.3.5], a normal toric ring is
Cohen–Macaulay. Thus, the first part of the assertion follows from Corollary 8.19.
The second part is a consequence of Corollary 8.17. �

8.2.2 Simple Polyominoes

In this section, we introduce simple polyominoes. Roughly speaking these are the
polyominoes without holes. As a main result, we will show that the coordinate ring
of a simple polyomino is a domain.

A polyomino P is called simple, if for any two cells C and D with vertices in
Z

2 which do not belong to P , there exists a path C : C = C1, C2, . . . , Ct = D

with Ci �∈ P for all i = 1, . . . , t . For example, the polyomino which is shown in
Figure 8.18 is not simple, while Figure 8.20 shows a simple polyomino.

The purpose of this section is to prove the following:

Theorem 8.21 A polyomino is simple if and only if it is balanced.

Combining this result with Corollary 8.17 we obtain:

Corollary 8.22 Let P be a simple polyomino. Then, IP is a prime ideal.

The following result is an important special case of this corollary: let C and D

be two cells with lower-left corners (i, j) and (k, l). Then, the cell interval, denoted
by [C,D], is the set of cells

[C,D] = {E : E ∈ Z
2≥0 with lower-left corner (r, s), for i ≤ r ≤ k, j ≤ s ≤ l}

If (i, j) and (k, l) are in horizontal position, then the cell interval [A,B] is called a
horizontal cell interval. Similarly, one defines a vertical cell interval.

A polyomino P is called row convex, if the horizontal cell interval [C,D] is
contained in P for any two cells C and D of P whose lower-left corners are
in horizontal position. Similarly, one defines column convex. A collection of cells
P is called convex, if it is row and column convex. Figure 8.20 displays a simple
polyomino which is row convex but not column convex.
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For the proof of the next result, it suffices to notice that convex polyominoes are
simple.

Corollary 8.23 Let P be a convex polyomino. Then, IP is a prime ideal.

The proof of Theorem 8.21 requires some preparation. Let P be a polyomino.
There exists an interval I = [a, b] with V (P) ⊂ I . Let H be the collection of
cells C with the property that C �∈ P . The connected components of H with
the property that the vertices of all its cells belong to I are called the holes of P .
For example, the polyomino which is shown in Figure 8.18 has exactly one hole
consisting of just one cell. Note that this definition does not depend on the particular
choice of I . P is simple if and only if it is hole free. Each hole of P is a polyomino.
In fact, one even has:

Lemma 8.24 Each hole of a polyomino is a simple polyomino.

Proof We use the notation just introduced. Let P ′ be a hole of the polyomino P ,
and assume that P ′ is not simple. Let P ′′ be a hole of P ′. Then, P ′′ is again a
polyomino, and P ′ as well as P ′′ belong to I . Let C be a cell of P ′′ which shares
an edge with a cell D ∈ P ′. Suppose C �∈ P , then C ∈ P ′ because C is connected
to D, and P ′ is a connected component of H . This is a contradiction, and hence
C ∈ P . Let Q the connected component of H whose cells do not all belong to I .
Let E be a cell of P which has an edge in common with a cell F of Q and which
belongs to the same connected component of P as C. Furthermore, let G be a cell
in Q which does not belong to I . Then, there is a path of cells C, . . . , E for which
all cells belong to P , and a path of cells F, . . . ,G for which all cells belong to Q.
Composing these two paths, we obtain a path C, . . . ,G for which no cell belongs
to P ′. This contradicts the fact that P ′′ is a hole of P ′. �

The polyomino in Figure 8.18 has two cells intersecting at only one vertex which
does not belong to any other cell. This cannot happen if the polyomino is simple.
Indeed, we have:

Lemma 8.25 Let P be a simple polyomino. Then, there does not exist any vertex
v which belongs to exactly two cells C and C′ of P such that C∩C′ = {v}.
Proof Suppose on the contrary that there exists such a vertex v. According to
Figure 8.21, the only cells of P which contain v could be the four cells C, C′,
D, and D′. By our assumption, we may assume that C and C′ belong to P and D

and D′ do not belong to P . Since P is a polyomino, there exists a path of cells
of P connecting C and C′. Thus, either D or D′ is contained in a hole of P . It
contradicts the fact that P is a simple polyomino. �

Let P be a polyomino. We recall from Section 8.2.1 that an interval [a, b] with
a = (i, j) and b = (k, j) is called a horizontal edge interval of P , if the intervals
[(t, j), (t + 1, j)] for t = i, . . . , k − 1 are edges of cells of P . Similarly, a vertical
edge interval of P is defined to be an interval [a, b] with a = (i, j) and b = (i, l)

such that the intervals [(i, t), (i, t + 1)] for t = j, . . . , l − 1 are edges of cells of P .



260 8 Ideals Generated by 2-Minors

Fig. 8.21 Two cells C and
C′ belong to P

Fig. 8.22 The vertex v is not
a common endpoint of I and
I ′

a b

d

v = c
a b

d

v

c

We call an edge of a cell C of P a border edge, if it is not an edge of any
other cell, and define the border of P to be the union of all border edges of P .
A horizontal border edge interval of P is defined to be a horizontal edge interval
of P whose edges are border edges. Similarly, we define a vertical border edge
interval of P .

Corollary 8.26 Let P be a simple polyomino and let I and I ′ be two distinct
maximal border edge intervals of P with I∩I ′ �= ∅. Then, their intersection is
a common endpoint of I and I ′. Furthermore, at most two maximal border edge
intervals of P have a nontrivial intersection.

Proof Let I = [a, b] and I ′ = [c, d]. The edge intervals I and I ′ are not both
horizontal or vertical edge intervals, since otherwise their maximality implies that
they are disjoint. Suppose that I is a horizontal edge interval and I ′ is a vertical
edge interval. So, obviously, they intersect in one vertex, say v. Suppose that v is
not an endpoint of I or I ′. If v is an endpoint of just one of them, then without loss
of generality, we may assume that we are in the case which is shown on the left-
hand side of Figure 8.22. Thus, since I and I ′ are maximal border edge intervals,
it follows that among the four possible cells of Z2 which contain v, exactly one of
them belongs to P , which is a contradiction. If v is not an endpoint of any of I and
I ′, then we are in the case which is displayed on the right-hand side of Figure 8.22.
Among four possible cells of Z2 which contain v, only a pair of them, say C and
C′, with C∩C′ = {v}, belong to P , since the edges of I and I ′ are all border edges.
But, by Lemma 8.25, this is impossible, since P is simple. Thus, v has to be a
common endpoint of I and I ′.

Now, suppose more than two maximal border edge intervals have a nontrivial
intersection. Then, this intersection is a common endpoint of these intervals. Thus,
at least two of these intervals are either horizontal or vertical, contradicting the fact
that they are all maximal. �

Next, we introduce some concepts and facts about rectilinear polygons which
are used in the study of simple polyominoes. A rectilinear polygon is a polygon
whose edges meet orthogonally. It is easily seen that the number of edges of
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Fig. 8.23 A rectilinear
polygon

Fig. 8.24 The interval [a, b]
and a cell C

a bc

d

C

a rectilinear polygon is even. Note that rectilinear polygons are also known as
orthogonal polygons. A rectilinear polygon is shown in Figure 8.23.

A rectilinear polygon is called simple if it does not self-intersect. The rectilinear
polygon in Figure 8.23 is a simple rectilinear polygon.

Let R be a simple rectilinear polygon. The bounded area whose border is R is
called the interior of R. By the open interior of R, we mean the interior of R without
its boundary.

A simple rectilinear polygon has two types of corners: the corners in which the
smaller angle (90 degrees) is interior to the polygon are called convex corners, and
the corners in which the larger angle (270 degrees) is interior to the polygon are
called concave corners.

Let E1, . . . , Em be the border edges of P . Then, we set B(P) = ⋃m
i=1 Ei .

Observe that the border of P as defined before is the set of lattice points which
belong to B(P).

Lemma 8.27 Let P be a simple polyomino. Then, B(P) is a simple rectilinear
polygon.

Proof First, we show that for each maximal horizontal (resp., vertical) border edge
interval I = [a, b] of P , there exists a unique maximal vertical (resp., horizontal)
border edge interval I ′ such that a is an endpoint of it. By Corollary 8.26, the vertex
a is then the endpoint of precisely I and I ′. Without loss of generality, let I = [a, b]
be a horizontal maximal border edge interval of P . Let C be the only cell of P for
which a is a vertex, and which has a border edge contained in I . First, we assume
that a is a diagonal corner of C which implies that C is upside of I , see Figure 8.24.
The argument of the other case in which a is an anti-diagonal corner of C, and hence
C is downside of I , is similar.

Referring to Figure 8.24, we distinguish two cases: either the unique cell D,
different from C sharing the edge [a, d] with C, belongs to P or not.

Let us first assume that D /∈ P . Then, [a, d] is a border edge of P , and hence
it is contained in a maximal vertical border edge interval I ′ of P such that by
Corollary 8.26, a is an endpoint of I ′. Hence, I ′ is the unique maximal vertical
border edge interval of P for which a is an endpoint.
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Fig. 8.25 The intervals [a, c]
and [f, a] are two border
edges
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Next, assume that D ∈ P . Then, the cell C′ belongs to P (see Figure 8.25),
because [a, b] is a maximal horizontal border edge interval, so that [e, a] cannot
be a border edge. The edge [f, a] is a border edge, since otherwise there is a cell
containing both of the edges [f, a] and [a, c], contradicting the fact that [a, c] is a
border edge. Therefore, there exists the unique maximal vertical border edge interval
I ′ which contains [f, a] such that a is an endpoint of I ′.

The same argument can be applied for b to show that b is also just the endpoint
of I and of a unique maximal vertical border edge interval I ′ of P .

Now, let I1 be a maximal horizontal border edge interval of P . By what we
have shown before, there exists a unique sequence of maximal border edge intervals
I1, I2, . . . of P with Ii = [ai, ai+1] such that they are alternatively horizontal and
vertical. Since V (P) is finite, there exists a smallest integer r such that for some
i < r − 1, Ii ∩ Ir �= ∅. Since Ii and Ir are distinct maximal border edge intervals of
P , they intersect in one of their endpoints, by Corollary 8.26. Thus, Ii ∩ Ir = {ai},
since r �= i and by Corollary 8.26, ai+1 cannot be a common vertex between three
maximal border edge intervals Ii , Ii+1, and Ir . It follows that i = 1, since otherwise
ai also belong to Ii−1 which is a contradiction, by Corollary 8.26.

Our discussion shows that R = ⋃r
j=1 Īj is a simple rectilinear polygon. Suppose

that R �= B(P). Then, there exists a maximal border edge interval I ′
1 which is

different from the intervals Ij . As we did for I1, we may start with I ′
1 to construct

a sequence of border edge intervals I ′
j to obtain a simple rectilinear polygon R′

whose edges are formed by some maximal border edge intervals of P . We claim
that R∩R′ = ∅. Suppose this is not the case, then Ij∩I ′

k �= ∅ for some j and k,
and hence by Corollary 8.26 these two intervals meet at a common endpoint. Thus,
it follows that I ′

k also has a common intersection with one of the neighbor intervals
It of Ij , contradicting the fact that no three maximal border edge intervals intersect
nontrivially, see Corollary 8.26. Hence, R∩R′ = ∅, as we claimed.

All the cells of the interior of R must belong to P , because otherwise P is
not simple. It follows that R′ does not belong to the interior of R, and vice versa.
Thus, the interior cells of R and R′ form two disjoint sets of cells of P . Since P
is a polyomino, there exists a path of cells connecting the interior cells of R with
those of R′. The edges where this path meets R and R′ cannot be border edges, a
contradiction. Thus, we conclude that R = B(P). �

For the proof of the main theorem of this section (Theorem 8.21), special
admissible labelings of polyominoes are required.

An inner interval I of a polyomino P is an interval with the property that all
cells inside I belong to P .

Let I be an inner interval of a polyomino P . Then, we introduce the admissible
labeling αI : V (P) → Z of P as follows:
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Fig. 8.26 A border labeling

1 −1

1 −1

0

1−1

10−1

−1

−1
1

1

−11

αI (a) =
⎧

⎨

⎩

−1, if a is a diagonal corner of I,

1, if a is an anti-diagonal corner of I,

0, otherwise.

Next, we introduce a special labeling of a simple polyomino P , called a
border labeling. By Lemma 8.27, B(P) is a rectilinear polygon. While walking
counterclockwise around B(P), we label the corners alternatively by +1 and −1
and label all the other vertices of P by 0. Since B(P) has even number of
vertices, this labeling is always possible for P . Also, it is obvious that every simple
polyomino has exactly two border labelings. Figure 8.26 shows a border labeling of
the polyomino which was displayed in Figure 8.20.

Lemma 8.28 A border labeling of a simple polyomino is admissible.

Proof Let P be a simple polyomino, and let α be a border labeling of P . Let
I be a maximal horizontal edge interval of P . We show that

∑

a∈I α(a) = 0.
Let I1, . . . , It be all maximal horizontal border edge intervals of P which are
contained in I . Note that the intervals Ij are pairwise disjoint. Then,

∑

a∈I α(a) =
∑

a∈Ii
1≤i≤t

α(a), since the only elements of I for which α(a) �= 0 are the corners of

the rectilinear polygon B(P), and since the endpoints of I1, . . . , It are corners of
B(P). But,

∑

a∈Ii
1≤i≤t

α(a) = 0, since by definition of a border labeling, we have
∑

a∈Ii
α(a) = 0, for each i = 1, . . . , t . Similarly, for a maximal vertical edge

interval I of P , we have
∑

a∈I α(a) = 0. Hence, α is admissible. �
Now, let P be a polyomino contained in the rectangular polyomino I with

V (I ) = [(1, 1), (m, n)] for some positive integers m and n. Let I be an inner
interval of P , and set uI = (u

(i,j)
I ) 1≤i≤m

1≤j≤n
∈ Z

m×n where

u
(i,j)
I =

⎧

⎨

⎩

−1, if (i, j) is a diagonal corner of I,

1, if (i, j) is an anti-diagonal corner of I,

0, otherwise.
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Note that if I is just a cell C of P , then with the notation of Lemma 8.15, uI = bC .
There, it is also shown that the elements bC with C ∈ I are linearly independent
over Z.

We set

M (P) = {u : u = ±uI for some inner interval I of P}.

In the next proposition, which provides a new characterization of balanced polyomi-
noes, we refer to the connectedness of vectors via M (P). We refer the reader to
Corollary 3.10 and the definitions preceding it.

Proposition 8.29 Let P be a polyomino. Then, the following conditions are
equivalent:

(i) P is balanced;
(ii) For each admissible labeling α of P , α+ and α− are connected via M (P);

(iii) For each admissible labeling α of P , there exist u1, . . . , ut ∈ M (P) such
that α−+u1+· · ·+ui ∈ Z

n
≥0 for all i = 1, . . . , t , and α+ = α−+u1+· · ·+ut .

Proof The conditions (ii) and (iii) are equivalent by the definition of GM (P). We
show that (i) and (ii) are equivalent. Let α be an admissible labeling of P . Then,
fα = xα+ − xα− ∈ I (M (P)) if and only if α+ and α− are connected via M (P).
But, note that IP = I (M (P)). So, fα ∈ IP if and only if α+ and α− are
connected via M (P). Thus, the assertion follows, since P is balanced if and only
if IP = JP . �

Now, we are ready for the proof of the main result of this section.

Proof (of Theorem 8.21) Let P be a polyomino. First, suppose P is simple. We
have to show that for any admissible labeling α of P we have that fα ∈ IP , and we
show this by induction on deg fα . Suppose deg fα = 2. Then, α = ±αI for some
inner interval I , because P is simple. Thus, by definition fα ∈ IP .

Now, suppose that deg fα > 2. We choose a0 ∈ V (P) with α(a0) > 0. Since α

is admissible, there exists a horizontal edge interval [a0, a1] of P with α(a1) < 0.
By using again that α is admissible, there exists a vertical edge interval [a1, a2] of
P with α(a2) > 0. Proceeding in this way, we obtain a sequence of edge intervals
of P ,

[a0, a1], [a1, a2], [a2, a3], . . .

which are alternatively horizontal and vertical and such that sign(α(ai)) = (−1)i

for all i.
Since V (P) is a finite set, there exists a smallest integer r such that [ar , ar+1]

intersects [aj , aj+1] for some j < r − 1. We may assume that j = 0. If [ar , ar+1]
is a vertical interval, then [ar , ar+1] and [a0, a1] intersect in precisely one vertex,
which we call a. If [ar , ar+1] is horizontal, then we let a = a1. In this way, we
obtain a simple rectilinear polygon R whose edges are edge intervals of P with
corner sequence a, a1, a2, . . . , ar−1, a if [ar , ar+1] is vertical and corner sequence
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Fig. 8.27 A good corner and
its rectangle

ai −1

aiai+1

b

I

Fig. 8.28 R intersects the
rectangle

c

a, a2, a3, . . . , ar−1, a if [ar , ar+1] is horizontal. Moreover, we have sign(α(ai)) =
(−1)i for all i. The cells in the interior of R all belong to P because P is simple.
We may assume that the orientation of R given by the order of the corner sequence
is counterclockwise. Then, with respect to this orientation the interior of R meets R

on the left-hand side, see Figure 8.23.
We call a convex corner c of R good if the rectangle which is spanned by c and

its neighbor corners is in the interior of R. We claim that R has at least four good
corners. We will prove the claim later and first discuss its consequences. Since R

has at least four good corners, there is at least one good corner c such that c and its
neighbor corners are all different from a. Let I be the rectangle in the interior of R

spanned by c and its neighbor corners. Without loss of generality, we may assume
that this corner looks like the one displayed in Figure 8.27 with c = ai .

Since all cells in the interior of I belong to the interior of R and since all
those cells belong to P , it follows that fαI

∈ IP . Without loss of generality,
we may assume that α(ai) < 0, and hence α(ai−1), α(ai+1) > 0. Then, the
homogeneous binomial g = fα − (xα+

/xai−1xai+1)fαI
has the same degree as

fα and belongs to JP , since fα and fαI
belong to JP . Furthermore, g = xai

h,
where h = xb(xα+

/xai−1xai+1) − xα−
/xai

. It follows that h ∈ JP , since xai
/∈ JP

and since JP is a prime ideal. Since JP is generated by the binomials fβ with
β an admissible labeling of P , there exist fβl

∈ JP such that h = ∑s
l=1 rlfβl

,
where deg fβl

≤ deg h and rl ∈ S for all l. Since deg h < deg fα , we also have
deg fβl

< deg fα for all l. Thus, our induction hypothesis implies that fβl
∈ IP for

all l. It follows that h ∈ IP , and hence fα ∈ IP , since fαI
∈ IP .

In order to complete the proof that P is balanced, it remains to prove that indeed
any rectilinear polygon R has at least four good convex corners. We prove this by
defining an injective map γ which assigns to each convex corner of R which is not
good a concave corner of R. Since, as is well known and easily seen, for any simple
rectilinear polygon the number of convex corners is four more than the number of
concave corners, it will follow that there are at least four good corners.

The map γ is defined as follows: let c be a convex corner of R which is not good.
Then, the polygon R crosses the open interior of the rectangle which is spanned by
c and the neighbor corners of c. The gray area in Figure 8.28 belongs to the interior
of R.
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Fig. 8.29 Lt0 defines γ (c)

c

Lt

Lt0

Now, we let L be the angle bisector of the 90 degrees angle centered in c. Next,
we consider the set Lc of all lines perpendicular to L. The unique line in Lc, which
intersects L in the point p and such that the distance from c to p is t , will be denoted
by Lt . There is a smallest number t0 such that Lt0 has a nontrivial intersection with
R in the open interior of the rectangle. This intersection with Lt0 consists of at least
one and at most finitely many concave corners of R, see Figure 8.29.

We define γ to assign to c one of these concave corners. The map γ is injective.
Indeed, if d is another convex corner of R with γ (d) = γ (c), then the line in
Ld which hits γ (c) must be identical with Lt0 , and this implies that d lies in the
intersection of the rectangle with the linear half space defined by Lt0 containing c.
But, in this area there is no other corner of R which is not good. Hence, d = c.

Conversely, suppose now that P is balanced and assume that P is not simple.
Let P ′ be a hole of P . Then, by Lemma 8.24, P ′ is a simple polyomino. Let α be a
border labeling of P ′. We consider the labeling β of P which for each a ∈ V (P)

is defined as follows:

β(a) =
{

α(a) if a ∈ V (P ′),
0 if a /∈ V (P ′).

Then, β is an admissible labeling of P , by a similar argument as in the proof of
Lemma 8.28. Indeed, let I be a maximal horizontal (vertical) edge interval of P
and let S be the set of all horizontal (vertical) border edge intervals of P ′ such
that Ij ∩ I �= ∅. If S = ∅, then β(a) = 0 for all a ∈ I . If S �= ∅ and
Ij ∈ S , then Ij ⊂ I . Since the intervals Ij are disjoint, we have

∑

a∈I β(a) =
∑

a∈Ij
Ij ∈S

β(a) = ∑

a∈Ij
Ij ∈S

α(a). Hence,
∑

a∈I β(a) = 0, because by definition of α,

we have
∑

a∈Ij
α(a) = 0 for all Ij ∈ S .

Note that we may consider α and β as vectors in Z
m×n where m and n are positive

integers with V (P) ⊂ [(1, 1), (m, n)]. Since P is a balanced polyomino, it follows
that there exist u1, . . . , ut ∈ M (P) such that β+ = β− + u1 + · · · + ut , by
Proposition 8.29. On the other hand, since P ′ is a simple polyomino, it follows
from the first part of the proof that P ′ is also balanced. Thus, by Proposition 8.29
there exist u′

1, . . . , u′
l ∈ M (P ′) such that α+ = α− + u′

1 + · · · + u′
l , since α is

admissible by Lemma 8.28. Note that by the construction of the labeling β, it is
clear that β+ = α+ and β− = α− are vectors in Z

m×n. So, we have u1 +· · ·+ut =
u′

1 +· · ·+u′
l . For each i = 1, . . . , t , we have ui = ±uIi

, and for each j = 1, . . . , l,
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we have u′
j = ±uI ′

j
, where Ii and I ′

j are inner intervals of P and P ′, respectively.

So, it follows that for each i, j , ui , and u′
j are linear combination of the bC’s and

bC′ ’s, respectively, where C stands for cells of P and C′ stands for cells of P ′. But,
the bC’s and bC′ ’s are linearly independent, so that u1+· · ·+ut = u′

1+· · ·+u′
l = 0,

which is a contradiction, since obviously we have β+ �= β−. Therefore, P is a
simple polyomino. �

8.2.3 A Toric Presentation of Simple Polyominoes

Let P be a polyomino. In this section, we will identify K[P] as the edge ring of a
suitable graph if P is simple. This will then yield another proof of the fact, shown
in the previous section, that K[P] is a domain.

Let {V1, . . . , Vm} be the set of maximal vertical edge intervals and {H1, . . . , Hn}
be the set of maximal horizontal edge intervals of P . We denote by G(P), the
associated bipartite graph of P , whose vertex set is {v1, . . . , vm}⊔{h1, . . . , hn}
and whose edge set defined as follows:

E(G(P)) = {{vi, hj } | Vi ∩ Hj ∈ V (P)}.

Example 8.30 Figure 8.30 shows a polyomino P with maximal vertical and
maximal horizontal edge intervals labeled as {V1, . . . , V4} and {H1, . . . , H4},
respectively, and Figure 8.31 shows the associated bipartite graph G(P) of P .

Fig. 8.30 Maximal intervals
of P

V1

V2 V3

V4

V5

H1

H2

H3

H4

Fig. 8.31 The associate
bipartite graph of P

v1

h1 h2 h3 h4

v2 v3 v4 v5
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Given a cycle CP : a1, a2, . . . , am of P , we call {a1, a2, . . . , am} the vertex set
of CP , and denote this set by V (CP ). As before, in Section 8.2.1, we attach to the
cycle CP the binomial

fCP =
(m−1)/2
∏

i=1

xa2i−1 −
(m−1)/2
∏

i=1

xa2i

The cycle CP is called primitive, if each maximal interval of P contains at most
two vertices of CP .

Note that C : vi1 , hj1 , vi2 , hj2 , . . . , vir , hjr defines a cycle in G(P), if and only
if the sequence of vertices CP : Vi1 ∩Hj1 , Vi2 ∩Hj1 , Vi2 ∩Hj2 , . . . , Vir ∩Hjr , Vi1 ∩
Hjr is a primitive cycle in P .

Let K[G(P)] = K[vphq | {p, q} ∈ E(G(P))] ⊂ T = K[v1, . . . , vm, h1,

. . . , hn] be the edge ring of G(P), and let S be the polynomial ring over K with
variables xij with (i, j) ∈ V (P). We define a K-algebra homomorphism ϕ : S →
T with image K[G(P)] by ϕ(xij ) = vphq , where p and q are uniquely determined
by the identity {(i, j)} = Vp∩Hq . We denote by LP the toric ideal of K[G(P)]. By
Corollary 5.12, LP is generated by the binomials associated with cycles in G(P).

Theorem 8.31 Let P be a simple polyomino. Then, IP = LP . In other words,
K[P]∼=K[G(P)].

For the proof of the theorem, we need a lemma. We recall from graph theory
that a graph is called weakly chordal if every cycle of length greater than 4 has a
chord. We say that a cycle CP : a1, a2, . . . , am in P with am = a1 has a self-
crossing, if there exist indices i and j such that ai, ai+1 ∈ Vk and aj , aj+1 ∈ Hl

and ai, ai+1, aj , aj+1 are all distinct and Vk ∩ Hl �= ∅. In this situation, if C is the
associated cycle in G(P), then {vk, hl} ∈ E(G(P)) is a chord in C .

Let CP : a1, a2, . . . , ar be a cycle in P which does not have any self-crossing.
Then, we call the area bounded by the edge intervals [ai, ai+1] and [ar , a1] for
i ∈ {1, r − 1}, the interior of CP . Moreover, we call a cell C is an interior cell of
CP if C belongs to the interior of CP .

Lemma 8.32 Let P be a simple polyomino. Then, the graph G(P) is weakly
chordal.

Proof Let C be a cycle of G(P) of length 2n with n ≥ 3 and CP be the associated
primitive cycle in P . We may assume that CP does not have any self-crossing.
Otherwise, by following the definition of self-crossing, we know that C has a chord.

Let C : vi1 , hj1 , vi2 , hj2 , . . . , vir , hjr and CP : Vi1 ∩ Hj1 , Vi2 ∩ Hj1, Vi2 ∩
Hj2 , . . . , Vir ∩Hjr , Vi1 ∩Hjr . We may write a1 = Vi1 ∩Hj1, a2 = Vi2 ∩Hj1, a3 =
Vi2 ∩Hj2 , . . . , a2r−1 = Vir ∩Hjr , a2r = Vi1 ∩Hjr . Also, we may assume that a1 and
a2 belong to the same maximal horizontal edge interval. Then, a2r and a1 belong to
the same maximal vertical edge interval.
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Fig. 8.32 A maximal inner
interval

a1 a2

b c

I

First, we show that every interior cell of CP belongs to P . Suppose that we have
an interior cell C of CP which does not belong to P . Let J be any interval such
that P ⊂ J . Then, by using the definition of simple polyomino, we obtain a path
of cells C = C1, C2, . . . , Ct with Ci /∈ P , i = 1, . . . t and Ct is a boundary cell in
J . It shows that V (C1) ∪ V (C2) ∪ . . . ∪ V (Ct ) intersects at least one of [ai, ai+1]
for i ∈ {1, . . . , r −1} or [ar , a1], which is not possible because CP is a cycle in P .
Hence, C ∈ P . It shows that an interval in the interior of CP is an inner interval
of P .

Let I be the maximal inner interval of CP to which a1 and a2 belong and let
b, c the corner vertices of I . We may assume that a1 and c are the diagonal corners
and a2 and b are the anti-diagonal corners of I . If b, c ∈ V (CP), then primitivity
of C implies that C is a cycle of length 4. We may assume that b /∈ V (CP). Let H ′
be the maximal horizontal edge interval which contains b and c. The maximality of
I implies that H ′ ∩V (CP) �= ∅. For example, see Figure 8.32. Therefore, {vi1, h

′}
is a chord in C . �

Proof (of Theorem 8.31) First, we show that IP ⊂ LP . Let f = xij xkl −
xilxkj ∈ IP . Then, there exist maximal vertical edge intervals Vp and Vq and
maximal horizontal edge intervals Hm and Hn of P such that (i, j), (i, l) ∈ Vp,
(k, j), (k, l) ∈ Vq , and (i, j), (k, j) ∈ Hm, (i, l), (k, l) ∈ Hn. It follows that
ϕ(xij xkl) = vphmhnvq = ϕ(xilxkj ). This shows f ∈ LP .

Next, we show that LP ⊂ IP . By Corollary 5.15, the toric ideal of a weakly
chordal bipartite graph is minimally generated by quadratic binomials associated
with cycles of length 4. Thus, it suffices to show that fC ∈ IP where C is a cycle
of length 4 in G(P).

Let I be an interval such that P ⊂ I . Let C : h1, v1, h2, v2. Then, CP : a11 =
H1∩V1, a21 = H2∩V1, a22 = H2∩V2, and a12 = H1∩V2 is the associated cycle in
P which also determines an interval of I . Let a11 and a22 be the diagonal corners
of this interval. We need to show that [a11, a22] is an inner interval in P . Assume
that [a11, a22] is not an inner interval of P , that is, there exists a cell C ∈ [a11, a22]
which does not belong to P . Using the fact that P is a simple polyomino, we
obtain a path of cells C = C1, C2, . . . , Cr with Ci /∈ P , i = 1, . . . , r and Cr is
not a cell of I . Then, V (C1) ∪ . . . ∪ V (Cr) intersects at least one of the maximal
intervals H1,H2, V1, V2, say H1, which contradicts the fact that H1 is an interval in
P . Hence, [a11, a22] is an inner interval of P and fC ∈ IP , as desired. �
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Problems

8.4 Give a direct proof of the fact (avoiding Theorem 8.21) that a row or column
convex polyomino is balanced.

8.5 Show that convex polyominoes are simple.

8.6 Show that a simple polyomino has no holes.

8.7 Show that each hole of a polyomino is a polyomino.

Notes

Ideals generated by the t-minors of an m × n-matrix of a matrix X = (xij ) of
indeterminates is a classical subject of studies, cf. [29, 117]. Some of these results
have been extended to ideals generated by the t-minors of one- and two-sided
ladders [36]. Ideals generated by sets of 2-minors are binomial ideals. In Chapter 7,
any set of 2-minors of a 2 × n matrix is considered. The study of general sets of
2-minors of an m×-matrix with m, n ≥ 3 requires some additional assumptions on
this set. Among the first papers dealing with such class of ideals are those of Hoşten
and Sullivant [120] and of Qureshi [172]. Motivated by applications in algebraic
statistics, ideals generated by adjacent 2-minors have been introduced by Hoşten and
Sullivant, while Qureshi was the first to consider polyomino ideals. The results on
ideals generated by adjacent 2-minors are presented in Sections 8.1, 8.1.2 and 8.1.3
and are taken from [96].

One of the central problems in the algebraic theory of polyominoes is the
classification of prime polyominoes which are those polyominoes whose polyomino
ideal is a prime ideal. A first result in this direction was presented in Qureshi’s paper
[172], where it is shown that convex polyominoes are prime. In [103], balanced
polyominoes were introduced and it was shown that balanced polyominoes are
prime and that their residue class ring is a normal Cohen–Macaulay domain, see
Corollary 8.17 and Corollary 8.20. Later, Herzog and Saeedi Madani showed in
[102] that a polyomino is balanced if and only if it is prime. This result is presented
in Section 8.2.2, see Theorem 8.21. As a consequence, one obtains that simple
polyominoes are prime, see Corollary 8.22. An independent proof of this fact
is given by Qureshi, Shibuta, and Shikama in [173]. Their proof is presented in
Subsection 8.2.3. It is still an open problem to classify all prime polyominoes. A
few other classes of polyominoes, other than simple polyominoes, are known to be
prime [113]. Since the residue class ring of a polyomino ideal of a simple polyomino
is a normal domain, it would be of interest to know the class group of such rings.
From [172], this is only known only for the so-called stack polyominoes in which
case also the Gorenstein polyominoes among them are determined.



Chapter 9
Statistics

Abstract Diaconis–Sturmfels (Ann. Statist. 26:363–397, 1998) introduced a
Markov chain Monte Carlo method based on the algebraic theory of toric ideals.
This approach turned out to be one of the origins of Algebraic Statistics which has
become a very active and interesting research area. In this chapter, we give a survey
on this concept and on related topics. In Section 9.1, we introduce the basic facts
on contingency tables. In particular, “the p-value” is explained by an example of a
2-way contingency table. In Section 9.2, Markov bases are introduced. The Markov
chain Monte Carlo method of Diaconis–Sturmfels is discussed, emphasizing the
fact that any Markov basis in their theory corresponds to a set of binomial generators
of a toric ideal. In addition, in Section 9.3, we discuss the method of a sequential
importance sampling, and its relationship with the normality of toric rings. In
Section 9.4, we study the toric rings and ideals of hierarchical models. In particular,
the toric rings of no m-way interaction models are related to the notion of rth
Lawrence liftings. Finally, in Section 9.5, as generalizations of Segre products and
Veronese subrings, the so-called Segre–Veronese configurations are considered.
This kind of configurations are applied to a test for the independence in group-wise
selections.

9.1 Basic Concepts of Statistics (2-Way Case)

We start with an example of a 2-way contingency table appearing in [106].
A class has 26 students and all students take subjects “Geometry” and “Probabil-

ity.” The score of each subject is one of 5, 4, 3, 2, 1. The following table T0 classifies
the students according to their scores on Geometry and Probability.
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Geom. \ Prob. 5 4 3 2 1 Total

5 2 1 1 0 0 4

4 8 3 3 0 0 14

3 0 2 1 1 1 5

2 0 0 0 1 1 2

1 0 0 0 0 1 1

Total 10 6 5 2 3 26

For example, there are 8 students whose score on Geometry is 4 and whose score
on Probability is 5. The sequence 10, 6, 5, 2, 3 is the number of students whose
score on Probability is 5, 4, 3, 2, 1, respectively. This sequence and the sequence 4,
14, 5, 2, 1 are called the marginals of the contingency table. The table T0 is a 2-way
contingency table of size 5×5 whose sample set consists of 26 students. The entries
of the contingency table are called cells. There are two factors (scores on Geometry
and on Probability) and each factor has 5 categories (5, 4, 3, 2, 1). Here, we call the
contingency table “2-way” since there are 2 factors considered.

We would like to know whether the scores on the two subjects are correlated.
First, we suppose the null hypothesis H0 which says that the scores on the two
subjects are independent. If H0 is true, then we can compute the expected value
of each cell by knowing the marginals of the contingency table. For example, the
expected value of the (2, 1) cell (i.e., the number of the students whose score of
Geometry is 4 and whose score of Probability is 5) is

26 · 14

26
· 10

26
= 5.38 · · · .

Let eij denote the expected value of the (i, j) cell. Then, the table Te = (eij )1≤i,j≤5
of the expected values is

Geom. \ Prob. 5 4 3 2 1 Total

5 1.54 0.92 0.77 0.31 0.46 4

4 5.38 3.23 2.69 1.08 1.62 14

3 1.92 1.15 0.96 0.38 0.58 5

2 0.77 0.46 0.38 0.15 0.08 2

1 0.38 0.23 0.19 0.08 0.12 1

Total 10 6 5 2 3 26

One of the common methods, the so-called χ2 test, compares T0 with Te by the χ2

statistics which measures the difference of T0 and Te. For the table T0 = (tij ), the
χ2 statistics is given by the formula:
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χ2(T0) =
5
∑

i=1

5
∑

j=1

(

tij − eij

)2

eij

= 25.338.

Let FT0 denote the set of tables with the same marginals as T0:

FT0 =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

T = (tij ) : 0 ≤ tij ∈ Z,

t11 t12 t13 t14 t15 4
t21 t22 t23 t24 t25 14
t31 t32 t33 t34 t35 5
t41 t42 t43 t44 t45 2
t51 t52 t53 t54 t55 1
10 6 5 2 3 26

⎫

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎭

.

Note that if T = (tij ) belongs to FT0 , then t15, t25, t35, t45, t55, t51, t52, t53, and t54
are determined by tij (1 ≤ i ≤ 4, 1 ≤ j ≤ 4). We say that the degrees of freedom
is (5 − 1)(5 − 1) = 16. If the hypothesis H0 is true, then it is known that the χ2

statistic has an asymptotic χ2 distribution with degrees of freedom ν = 16. More
precisely, consider the function

f (x) =
{

xν/2−1e−x/2

2ν/2Γ (ν/2)
if x ≥ 0,

0 otherwise

with v = 16, see Figure 9.1. Then,
∫ b

a
f (x)dx approximates the probability that

T ∈ FT0 satisfies a ≤ χ2(T ) ≤ b. In particular, we have
∫∞

0 f (x)dx = 1. In
Figure 9.2, the shadowed area represents the upper 5% of the distribution, that is,
∫∞

26.30 f (x)dx = 0.05. Thus, for ξ ≥ 26.30,
∫∞
ξ

f (x)dx ≤ 0.05. So, any T with

χ2(T ) ≥ 26.30 is considered to be rare, because T appears with probability ≤ 0.05.
Since χ2(T0) = 25.338 is less than 26.30, our conclusion is “we cannot reject H0.”

If χ2(T0) ≥ 26.30, then we conclude that H0 is rejected and hence the scores on
the two subjects are correlated.

However, there is a problem with this method. There might not be a good fit
with the asymptotic distribution if, for example, one of the following conditions is
satisfied:

(i) The cardinality of the sample set is small;
(ii) The contingency table is sparse, that is, it has many zero cells.

The cardinality of the sample set is 26 and this is small. Moreover, the contingency
table T0 has many cells which are zero. Hence, χ2 test may be not good for the
contingency table T0.

For this reason, we may use Fisher’s exact test. We now assume that H0 is true
and that FT0 follows the multiple hypergeometric distribution, that is, for each T =
(tij ) ∈ FT0 , the probability of the occurrence of T is
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Fig. 9.1 χ2 distribution

Fig. 9.2 Upper 5% of the χ2 distribution

h(T ) = 4!14!5!2!1!10!6!5!2!3!
26!∏i,j tij ! ,

where the numbers appearing in the numerator correspond to the marginals of T0.
Note that h(T ) equals to the following probability:

(a) There are 26 balls in a large box;
(b) Among 26 balls, there are 4 balls labeled “1,” 14 balls labeled “2,” 5 balls

labeled “3,” 2 balls labeled “4,” and 1 ball labeled “5” (each ball has exactly
one label);
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(c) There are 5 small boxes labeled from “1” to “5”;
(d) We pick the balls from the large box one by one and at random (without seeing

the labels), and put them into the small boxes so that 10 balls are in the box
labeled “1,” 6 balls are in the box labeled “2,” 5 balls are in the box labeled “3,”
2 balls are in the box labeled “4,” 3 balls are in the box labeled “5,” respectively.

(e) The number h(T ) equals to the probability that the number of the balls labeled
“i” in the box labeled “j” is tij for all 1 ≤ i, j ≤ 5. In fact, the number of
permutations of 26 balls (ignoring the small boxes) is

α = 26!
4!14!5!2!1!

and the number of permutations of 26 balls which satisfies condition “the
number of the balls labeled “i” in the box labeled “j” is tij for all 1 ≤ i, j ≤ 5”
is

β = 10!
∏5

i=1 ti1!
· 6!
∏5

i=1 ti2!
· 5!
∏5

i=1 ti3!
· 2!
∏5

i=1 ti4!
· 3!
∏5

i=1 ti5!
= 10!6!5!2!3!

∏

i,j tij ! .

Thus, the probability is β/α = h(T ).

For Fisher’s exact test, we compute the p-value:

p =
∑

T ∈FT0
χ2(T )≥χ2(T0)=25.338

h(T ).

The p-value is the probability that the χ2 statistics of T ∈ F0 is greater than or
equal to χ2(T0) = 25.338. If p < 0.05, then it means that the probability is very
small and χ2(T0) is very rare. Thus, we conclude that H0 is rejected and hence the
scores on the two subjects are correlated. In our particular case, p = 0.0609007 and
hence our conclusion is “we cannot reject H0” again. However, in order to compute
p-value, we have to

• compute the χ2 statistics for all tables in FT0 which consists of 229174 tables,
• select all the tables T with χ2(T ) ≥ 25.338, and
• compute the sum of the value h(T ) of them.

It is impossible to compute the p-value if the cardinality of the set FT0 is very big.
If the χ2 test cannot be applied to provide a reliable result, for example, if the

contingency table is sparse, and if, in addition, we cannot compute the exact p-value,
then we can use the Markov chain Monte Carlo method (called MCMC method for
short). The MCMC method is a sampling from FT0 by using “Markov bases.”
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Problems

9.1 A class has 70 students and all students take subjects “Set Theory” and “Group
Theory.” The score of each subject is one of 5, 4, 3, 2, 1. The following table T0
classifies the students according to their scores on Set Theory and Group Theory.

S. \ G. 5 4 3 2 1 Total

5 4 2 0 0 0 6

4 1 6 2 1 0 10

3 0 1 11 6 1 19

2 0 2 4 12 3 21

1 0 0 0 3 11 14

Total 5 11 17 22 15 70

Suppose the null hypothesis H0 which says that the scores on the two subjects are
independent.

(a) For the table T0 = (tij ), compute the χ2 statistics χ2(T0).
(b) Test H0 by using χ2 distribution with degrees of freedom 16.

9.2 Markov Bases for m-Way Contingency Tables

Let S be a finite set of N elements, which is called the sample set. For k =
1, . . . , m, let Xk = {Y (k)

1 , . . . , Y
(k)
rk } such that S = ⋃rk

j=1 Y
(k)
j and that Y

(k)
p ∩

Y
(k)
q = ∅ for 1 ≤ p < q ≤ rk , 1 ≤ k ≤ m. Each Xk is called a factor, and each

Y
(k)
j is called a category. An m-way contingency table of size r1 × · · · × rm is an

m-dimensional array

T = (ti1···im)1≤i1≤r1,...,1≤im≤rm

such that N = ∑

i1,...,im
ti1···im and

∣

∣

∣

⋂m
k=1 Y

(k)
ik

∣

∣

∣ = ti1···im for 1 ≤ i1 ≤ r1, . . . , 1 ≤
im ≤ rm.

For example, for the contingency table T0 in the previous section, S consists of
N = 26 students, there are m = 2 factors, the score on Geometry is the factor X1 =
{Y (1)

1 , . . . , Y
(1)
5 }, and the score on Probability is the factor X2 = {Y (2)

1 , . . . , Y
(2)
5 },

where the category Y
(1)
1 consists of the students whose scores of Geometry is 5,

the category Y
(2)
1 consists of the students whose scores of Probability is 5, and so

on. Recall that, for the 2-way contingency table T0 = (xij )1≤i,j≤5 of size 5 × 5
discussed in the previous section, we defined FT0 to be
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FT0 =
{

T = (tij ) ∈ Z
5×5
≥0 :

5
∑

i=1

tij =
5
∑

i=1

xij (1 ≤ j ≤ 5),

5
∑

j=1

tij =
5
∑

j=1

xij (1 ≤ i ≤ 5)

⎫

⎬

⎭

.

Let T0 be the following 3-way contingency table of size 2 × 2 × 2.

X3 Y
(3)
1 Y

(3)
2

X1\X2 Y
(2)
1 Y

(2)
2 Y

(2)
1 Y

(2)
2

Y
(1)
1 x111 x121 x112 x122

Y
(1)
2 x211 x221 x212 x222

For the definition of FT0 , there are many other natural choices. For example,

FT0 =
{

T=(tijk)∈Z2×2×2
≥0 :

∑

j,k t1jk=∑

j,k x1jk,
∑

i,k ti1k=∑

i,k xi1k,
∑

i,j tij1=∑

i,j xij1,
∑

i,j,k tijk=∑

i,j,k xijk

}

(9.1)

FT0 =
⎧

⎨

⎩

T=(tijk) ∈ Z
2×2×2
≥0 :

tij1 + tij2 = xij1 + xij2

t1jk + t2jk = x1jk + x2jk

ti1k + ti2k = xi1k + xi2k

(1 ≤ i, j, k ≤ 2)

⎫

⎬

⎭

(9.2)

are possible in this case. We identify 2 × 2 × 2 array T = (tijk) with the vector

(t111, t112, t121, t122, t211, t212, t221, t222)
t .

Then, the above FT0 is of the form

FT0 =
{

T = (tijk) ∈ Z
2×2×2
≥0 : AT = AT0

}

for a suitable integer matrix A whose column vectors are indexed by ijk with 1 ≤
i, j, k ≤ 2. In fact, in our example we have

A =

⎛

⎜

⎜

⎝

1 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1

⎞

⎟

⎟

⎠
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for (9.1), and

A =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

for (9.2). Such a matrix A is called a model matrix. For an m-way contingency table,
we can define a model matrix in the same way. In particular, the columns of a model
matrix of an m-contingency table of size r1 ×· · ·× rm are indexed by the sequences
i1i2 · · · im with 1 ≤ i1 ≤ r1, . . . , 1 ≤ im ≤ rm

Let A be a model matrix for m-way contingency tables of size r1 × · · · × rm and
set

KerZ(A) = {M ∈ Z
r1×···×rm : AM = 0}.

It is easy to see that if T and T ′ belong to FT0 for a contingency table T0, then we
have T − T ′ ∈ KerZ(A).

Definition 9.1 Let {M1, . . . ,M�} be a finite subset of KerZ(A). Then,
{M1, . . . ,M�} is called a Markov basis for A, if for any m-way contingency table
T0 of size r1 × · · · × rm, and for any T , T ′ ∈ FT0 , there exist Mi1 , . . . ,MiΛ such
that

T ′ = T +
Λ
∑

k=1

εkMik , where εk ∈ {±1} (1 ≤ k ≤ Λ),

T +
λ
∑

k=1

εkMik ∈ FT0 (1 ≤ λ ≤ Λ).

We assume that, for each T ∈ FT0 , the probability of the occurrence of T is
defined by some distribution h(T ). (For example, in the previous section, h(T ) is
the multiple hypergeometric distribution.) Using the Markov basis {M1, . . . ,M�},
we have a sampling by the following algorithm:
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Algorithm (Metropolis–Hastings)

1. Choose T ∈ FT0 at random and set T ′ = T ;
2. Repeat the following:

2.1. Select Mi from {M1, . . . ,M�} at random (with probability 1/�);
2.2. Select ε from {±1} at random (with probability 1/2);
2.3. If T ′+εMi is a nonnegative matrix, then set T ′ = T ′+εMi with probability

min

{

h(T ′ + εMi)

h(T ′)
, 1

}

.

Since {M1, . . . ,M�} is a Markov basis, there exist no unreachable elements of
FT0 in the Metropolis–Hastings algorithm. By this algorithm, we have a sequence
of tables

T (1), T (2), . . . , T (s) ∈ FT0 ,

which follows the distribution h(T ). Recall that the p-value of T0 is

p =
∑

T ∈FT0
χ2(T )≥χ2(T0)

h(T ).

Since h(T ) is the probability of the appearance of T in FT0 following the
distribution h(T ), the p-value is the probability of the appearance of the tables in
FT0 such that their χ2 statistics is greater than or equal to that of T0. From the
sample {T (1), . . . , T (s)}, we estimate the p-value of T0 by:

|{k ∈ {1, . . . , s} : χ2(T (k)) ≥ χ2(T0)}|
s

, (9.3)

which is the percentage of the tables in {T (1), . . . , T (s)} such that their χ2 statistics
is greater than or equal to that of T0. Since {T (1), . . . , T (s)} follows the distribution
h(T ), the value (9.3) approximates p-value.

Example 9.2 A Markov basis for the model in the previous section is well known.
Let M5×5 denote the set of all integer 5 × 5 matrices which satisfy that the sum of
all entries of each rows and each columns is zero. Let {M1, . . . ,M100} be the set of
all 5 × 5 matrices of the form

j1 j2

i1

i2

⎛

⎜

⎜

⎜

⎜

⎜

⎝

+1 −1

−1 +1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

∈ M5×5.
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Then, {M1, . . . ,M100} is a Markov basis. For example,

T =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 2 1 0 0
7 3 3 1 0
1 1 1 1 1
1 0 0 0 1
0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

, T ′ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

2 1 1 0 0
6 3 4 1 0
1 2 0 1 1
1 0 0 0 1
0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

belong to FT0 and

M =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 −1 0 0 0
−1 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

, M ′ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 0 0 0
0 1 −1 0 0
0 −1 1 0 0
0 0 0 0 0
0 0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

∈ {M1, . . . , M100}

satisfy

T =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 2 1 0 0
7 3 3 1 0
1 1 1 1 1
1 0 0 0 1
0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

+M−→

⎛

⎜

⎜

⎜

⎜

⎜

⎝

2 1 1 0 0
6 4 3 1 0
1 1 1 1 1
1 0 0 0 1
0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

∈ FT0

−M ′−→ T ′ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

2 1 1 0 0
6 3 4 1 0
1 2 0 1 1
1 0 0 0 1
0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

In general, it is difficult to compute a Markov basis for a given model matrix A.
Diaconis and Sturmfels [53] found the relationship between a Markov basis and the
toric ideal of a model matrix.

Example 9.3 Let T0 be a 2 × 3 contingency table. Consider the model matrix

A =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 0 0 0
0 0 0 1 1 1
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

.

Then,

{

M1 =
(

1 −1 0
−1 1 0

)

, M2 =
(

0 1 −1
0 −1 1

)

, M3 =
(

1 0 −1
−1 0 1

)}

is a Markov basis. We identify these matrices with the integer column vectors

M1 = (1,−1, 0,−1, 1, 0)t , M2 = (0, 1,−1, 0,−1, 1)t , M3 = (1, 0,−1,−1, 0, 1)t.
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The column vectors belong to KerZ(A), and the toric ideal IA of A is generated by
the binomials

fM1 = x1x5 − x2x4,

fM2 = x2x6 − x3x5,

fM3 = x1x6 − x4x6.

The correspondence in Example 9.3 holds in general.

Theorem 9.4 Let A be a model matrix. Then, a finite subset B = {M1, . . . , M�} of
KerZ(A) is a Markov basis for A if and only if IA is generated by fM1 , . . . , fM�

.

Proof Note that IB ⊂ IA. For any contingency tables T and T ′,

T , T ′ ∈ FT0 for some T0 ⇐⇒ AT = AT ′ ⇐⇒ xT − xT ′ ∈ IA.

On the other hand, by Corollary 3.10, T and T ′ are connected via B if and only if
xT − xT ′

belongs to IB . Thus, B is a Markov basis for A if and only if IA = IB ,
which is equivalent to say that IA is generated by fM1 , . . . , fM�

. �

Problems

9.2 Show that any proper subset of {M1,M2,M3} in Example 9.3 does not satisfy
the condition in Definition 9.1. (Do not use Theorem 9.4.)

9.3 Consider the model of the 2-way contingency table T0 = (xij )1≤i,j≤5 of size
5 × 5 discussed in the previous section.

(a) What is the model matrix A in this case?
(b) Let {M1, . . . ,M100} be the Markov basis defined in Example 9.2. Show

that every proper subset of {M1, . . . ,M100} does not satisfy the condition in
Definition 9.1.

(c) Estimate the p-value in this case by the MCMC method using the Markov basis
{M1, . . . ,M100}.

9.3 Sequential Importance Sampling and Normality of Toric
Rings

Sequential importance sampling is another method to estimate the p-value. We go
back to the first example of this chapter: let T0 be the table
Then, we can choose T = (tij ) ∈ FT0 randomly as follows:
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Geom. \ Prob. 5 4 3 2 1 Total

5 2 1 1 0 0 4

4 8 3 3 0 0 14

3 0 2 1 1 1 5

2 0 0 0 1 1 2

1 0 0 0 0 1 1

Total 10 6 5 2 3 26

Choose t11 from {0, 1, . . . , min{4, 10}} randomly, say t11 = 3. Then, we consider

Geom. \ Prob. 5 4 3 2 1 Remainder

5 � - - - - 1

4 - - - - - 14

3 - - - - - 5

2 - - - - - 2

1 - - - - - 1

Remainder 7 6 5 2 3 23

Geom. \ Prob. 5 4 3 2 1 Total

5 3 3

4 0

3 0

2 0

1 0

Total 3 0 0 0 0 3

Choose t21 from {0, 1, . . . , min{14, 7}} randomly, say t21 = 5. Then, we consider

Geom. \ Prob. 5 4 3 2 1 Remainder

5 � - - - - 1

4 � - - - - 9

3 - - - - - 5

2 - - - - - 2

1 - - - - - 1

Remainder 2 6 5 2 3 18

Geom. \ Prob. 5 4 3 2 1 Total

5 3 3

4 5 5

3 0

2 0

1 0

Total 8 0 0 0 0 8

· · ·
Finally, we get a table T = (tij ), say,

Geom. \ Prob. 5 4 3 2 1 Remainder

5 � � � � � 0

4 � � � � � 0

3 � � � � � 0

2 � � � � � 0

1 � � � � � 0

Remainder 0 0 0 0 0 0

Geom. \ Prob. 5 4 3 2 1 Total

5 3 0 1 0 0 4

4 5 3 3 2 1 14

3 1 2 0 0 2 5

2 1 0 1 0 0 2

1 0 1 0 0 0 1

Total 10 6 5 2 3 26
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For any 2-way contingency tables, this method does not get stuck. However, there
exists a 3-way contingency table for which this method gets stuck.

Consider, for example, the following 4 × 4 × 4 contingency table T0:

T0 = (xijk) =
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

0 0 0 1
0 0 0 0
0 0 1 0
1 0 0 0

0 1 0 0
1 0 0 0
0 0 0 1
0 0 0 1

0 0 0 1
0 1 0 0
0 0 0 0
0 0 1 0

and let

FT0 =
⎧

⎨

⎩

T = (tijk) ∈ Z
4×4×4
≥0 :

∑4
�=1 tij� = ∑4

�=1 xij�
∑4

�=1 t�jk = ∑4
�=1 x�jk

∑4
�=1 ti�k = ∑4

�=1 xi�k

(1 ≤ i, j, k ≤ 4)

⎫

⎬

⎭

.

(9.4)

Then, FT0 is the set of contingency tables T = (tijk) whose marginals are:

1
t1jk 1

1
0

1 1 1 0

1
t2jk 0

1
1

1 0 1 1

1
t3jk 1

1
1

1 1 0 2

1
t4jk 1

0
1

0 1 1 1

1 1 0 2
1 1 1 0
0 1 1 1
1 0 1 1

.

Here, the rightmost table is (mjk) j=1,...,4
k=1,...,4

where mjk = ∑4
i=1 xijk . Then, we try

to choose T = (tijk) in FT0 randomly. For example, choose t314 from {0, 1}
randomly, say t314 = 1. Then, we consider the incomplete contingency table with
t314 = 1 fixed, the other entries undetermined, and the bold marked marginal
changed accordingly.

− − − − 1
− − − − 1
− − − − 1
− − − − 0
1 1 1 0 3

− − − − 1
− − − − 0
− − − − 1
− − − − 1
1 0 1 1 3

− − − � 0
− − − − 1
− − − − 1
− − − − 1
1 1 0 1 3

− − − − 1
− − − − 1
− − − − 0
− − − − 1
0 1 1 1 3

1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

However, at this point, we can predict that we will be stuck. There is no 4 × 4 × 4
table whose marginals are as above and t314 = 1. What is the difference between two
examples above? The toric ring of the model matrix of the 2-way contingency table
is normal since it is the edge ring of the complete bipartite graph (Theorem 5.20).
On the other hand, the toric ring of the model matrix of the 4 × 4 × 4 table is not
normal. It will turn that the sequential importance sampling does not work for all
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cases when the toric ring of the model matrix is not normal, while it works in all
cases when it is normal.

Let A444 be the model matrix which defines FT0 as in (9.4). Since each entry of
T0 is a nonnegative integer, it is clear that A444T0 belongs to Z≥0A444, where, as in
Chapter 4, Z≥0A444 denotes the linear combinations of the column vectors of A444
with nonnegative integer coefficients.

Let v be the vector corresponding to the (new) marginals:

1
1
1
0

1 1 1 0

1
0
1
1

1 0 1 1

0
1
1
1

1 1 0 1

1
1
0
1

0 1 1 1

1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

(9.5)

Then, v belongs to ZA444, since v = A444T0 − a314. However, one can check that
the vector v does not belong to Z≥0A444, see Problem 9.4. This is equivalent to say
that there exists no table T such that A444T = v. Of course, v should at least belong
to Q≥0A444. Then, if Q≥0A444∩ZA444 = Z≥0A444, then v is a possible marginal
vector. However, in general, one only has Z≥0A444 � Q≥0A444∩ZA444. Indeed, in
our example v ∈ Q≥0A444∩ZA444 \ Z≥0A444. In fact,

1/2 1/2 0 0 1
1/2 0 1/2 0 1
0 1/2 1/2 0 1
0 0 0 0 0
1 1 1 0

1/2 0 0 1/2 1
0 0 0 0 0
0 0 1/2 1/2 1

1/2 0 1/2 0 1
1 0 1 1

0 0 0 0 0
1/2 1/2 0 0 1
0 1/2 0 1/2 1

1/2 0 0 1/2 1
1 1 0 1

0 1/2 0 1/2 1
0 1/2 1/2 0 1
0 0 0 0 0
0 0 1/2 1/2 1
0 1 1 1

1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

Problems

9.4 Check that there exists no 4 × 4 × 4 table T such that A444T = v, where A444
and v are defined as in (9.4) and in (9.5).

9.5 Verify whether the model matrix A444 above is very ample or not.

9.4 Toric Rings and Ideals of Hierarchical Models

Let T = (ti1···im) be any m-way contingency table of size r1 × · · · × rm. With each
subset F = {i1, . . . , is} of [m] = {1, . . . , m} and each (�i1 , . . . , �is ) ∈ [ri1] × · · · ×
[ris ], we associate the number
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tF�i1 ···�is
=

∑

(�j1 ,...,�jm−s )∈[rj1 ]×···×[rjm−s ]
t�1···�m,

where {j1, . . . , jm−s} = [m] \ F .
This concept can be used to describe various models for T . To explain this, we

consider our example (9.1), which for T0 = (xijk) ∈ Z
2×2×2
≥0 is given by

FT0 =
{

T=(tijk) ∈ Z
2×2×2
≥0 :

∑

j,k t1jk=∑

j,k x1jk,
∑

i,k ti1k=∑

i,k xi1k,
∑

i,j tij1=∑

i,j xij1,
∑

i,j,k tijk = ∑

i,j,k xijk

}

.

By using the above notation, FT0 can also be expressed by

FT0 =
{

T = (tijk) ∈ Z
2×2×2
≥0 : t

{1}
1 = x

{1}
1 , t

{2}
1 = x

{2}
1 , t

{3}
1 = x

{3}
1 , t∅ = x∅} ,

or by

FT0 =
{

T = (tijk) ∈ Z
2×2×2
≥0 : t

{1}
i = x

{1}
i , t

{2}
j = x

{2}
j , t

{3}
k = x

{3}
k

(1 ≤ i, j, k ≤ 2)

}

.

Similarly, the model for T0 given in (9.2) can be expressed as

FT0 =
{

T=(tijk) ∈ Z
2×2×2
≥0 : t

{1,2}
ij = x

{1,2}
ij , t

{2,3}
jk = x

{2,3}
jk , t

{1,3}
ik = x

{1,3}
ik

(1 ≤ i, j, k ≤ 2)

}

.

Thus, these models are characterized by the sets D1 = {{1}, {2}, {3}} and D2 =
{{1, 2}, {2, 3}, {1, 3}}, respectively. In fact, the model for T0 given in (9.1) can be
expressed as:

FT0 =
{

T = (tijk) ∈ Z
2×2×2
≥0 : tFi = xF

i for all F ∈ D1 and 1 ≤ i ≤ 2
}

,

and the model for T0 given in (9.2) can be expressed as:

FT0 =
{

T = (tijk) ∈ Z
2×2×2
≥0 : tFij = xF

ij for all F ∈ D2 and 1 ≤ i, j ≤ 2
}

.

We now consider again the general case, and let F ′ be a subset of F =
{i1, . . . , is} ⊂ [m]. With a loss of generality, we may assume F ′ = {i1, . . . , it }.
Then,

tF
′

�i1 ···�it
=

∑

�it+1 ···�is ∈[rit+1 ]×···×[ris ]
tF�i1 ···�it

.
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Hence, for each (�i1 , . . . , �it ) ∈ [ri1] × · · · × [rit ], if

tF�i1 ···�is
= xF

�i1 ···�is
for all (�it+1 , . . . , �is ) ∈ [rit+1] × · · · × [ris ],

then tF
′

�i1 ···�it
= xF ′

�i1 ···�it
.

For example,

t
{1}
1 = t

{1,2}
1,1 + t

{1,2}
1,2

and hence,

t
{1,2}
1,1 = x

{1,2}
1,1 and t

{1,2}
1,2 = x

{1,2}
1,2 *⇒ t

{1}
1 = x

{1}
1 .

In conclusion, we see that the above two models for T0 are determined by the
simplicial complexes:

Δ1 = {∅, {1}, {2}, {3}}, Δ2 = {∅, {1}, {2}, {3}, {1, 2}, {2, 3}, {1, 3}},

respectively. In fact, the model for T0 given in (9.1) can be expressed as:

FT0 =

⎧

⎪

⎨

⎪

⎩

T = (tijk) ∈ Z
2×2×2
≥0 :

tF�i1 ···�is
= xF

�i1 ···�is

for all F = {i1, . . . , is} ∈ Δ1

and 1 ≤ �i1 , . . . , �is ≤ 2

⎫

⎪

⎬

⎪

⎭

,

and the model for T0 given in (9.2) can be expressed as:

FT0 =

⎧

⎪

⎨

⎪

⎩

T = (tijk) ∈ Z
2×2×2
≥0 :

tF�i1 ···�is
= xF

�i1 ···�is

for all F = {i1, . . . , is} ∈ Δ2

and 1 ≤ �i1 , . . . , �is ≤ 2

⎫

⎪

⎬

⎪

⎭

.

Definition 9.5 A model of an m-way contingency table T0 of size r1 × · · · × rm is
called a hierarchical model, if there exists a simplicial complex Δ on [m] such that

FT0 =

⎧

⎪

⎨

⎪

⎩

T = (ti1···im) 1≤ik≤rk
1≤k≤m

:
tF�i1 ···�is

= xF
�i1 ···�is

for all F = {i1, . . . , is} ∈ Δ

and (�i1, . . . , �is ) ∈ [ri1] × · · · × [ris ]

⎫

⎪

⎬

⎪

⎭

.

The model matrix of this hierarchical model given by Δ will be denoted by
Ar1···rm(Δ).

In this section, we study the toric ring and ideal of hierarchical models. One
reason for doing this is that any finite binomial system of generators of these toric
ideals gives us a Markov basis for the model. Moreover, if we can show that for a
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hierarchical model matrix Ar1···rm(Δ) the associated toric ring is normal, then this
implies that Q≥0Ar1···rm(Δ)∩ZAr1···rm(Δ) = Z≥0Ar1···rm(Δ). This property then
simplifies the sequential importance sampling process, as explained in the previous
section. In the next two subsections, we consider special classes of hierarchical
models.

9.4.1 Decomposable Graphical Models

For a simplicial complex Δ on {1, 2, . . . , m}, let Facet(Δ) be the set of all facets
of Δ. Given an m-way r1 × · · · × rm contingency table with the hierarchical model
given by Δ, let

K[x] = K[xi1···im : 1 ≤ ij ≤ rj (1 ≤ j ≤ m)],
K[t] = K[tF�1···�n

: F = {k1, . . . , kn} ∈ Facet(Δ), 1 ≤ �j ≤ rkj
(1 ≤ j ≤ n)]

be polynomial rings over a field K . The toric ideal of the model matrix Ar1···rm(Δ)

is denoted by Ir1···rm(Δ). Then, the toric ideal Ir1···rm(Δ) is the kernel of homomor-
phism

π : K[x] −→ K[t]

defined by:

π(xi1···im) =
∏

F={k1,...,kn}∈Facet(Δ)

tFik1 ···ikn .

Example 9.6 We consider a 3-way 2×2×3 contingency table with the hierarchical
model given by the simplicial complex Δ = {∅, {1}, {2}, {3}, {1, 2}, {2, 3}}.

Then, Facet(Δ) = {{1, 2}, {2, 3}}, and

K[x] = K[x111, x112, x113, x121, x122, x123, x211, x212, x213, x221, x222, x223],
K[t] = K[t {1,2}

11 , t
{1,2}
12 , t

{1,2}
21 , t

{1,2}
22 , t

{2,3}
11 , t

{2,3}
12 , t

{2,3}
13 , t

{2,3}
21 , t

{2,3}
22 , t

{2,3}
23 ].

Furthermore, π : K[x] −→ K[t] is defined by π(xijk) = t
{1,2}
ij t

{2,3}
jk .

Proposition 9.7 Let Δ be a simplicial complex and let r1, . . . , rm and s1, . . . , sm
be integers such that si ≤ ri for all 1 ≤ i ≤ m. Then, As1···sm(Δ) is a combinatorial
pure subconfiguration of Ar1···rm(Δ).

The proof is left as a problem to the reader (Problem 9.6).
Let Δ be a simplicial complex on [m] = {1, 2, . . . , m}. Recall the definition of

a leaf of Δ, a branch of a leaf, a leaf order, a quasi-forest, and a quasi-tree, given
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in Chapter 7. A simplicial vertex of a leaf F is a vertex j ∈ F such that j /∈ H

for all facets H of Δ with H �= F . It is clear that a vertex j ∈ F is a simplicial
vertex of F if and only if j belongs to F \G, where G is a branch of F . Given a leaf
order F1, F2, . . . , Fr , let Δi be the subcomplex 〈F1, F2, . . . , Fi〉 of Δ. A separator
of Δ is a subset W ⊂ [m] with the property that there are subsets Ua and Ub of [m]
satisfying the following conditions:

[m] = Ua ∪ Ub, W = Ua ∩ Ub, Ua \ W �= ∅, Ub \ W �= ∅,

{i, j} /∈ Δ for all i ∈ Ua \ W and j ∈ Ub \ W.

Let Δ be a quasi-forest on [m] with a leaf order F1, . . . , Fr . For each leaf Fq of
the subcomplex Δq , fix a branch Fq ′ of Fq , where 1 ≤ q ′ < q. Let T denote the
finite graph on the vertex set [r] with the edges {2′, 2}, {3′, 3}, . . . , {r ′, r}. It then
follows that T is connected. Since T has r vertices and r − 1 edges, T is a tree. The
tree T is called a relation tree of Δ.

Example 9.8 Let Δ = {{1, 2, 3}, {3, 4, 5}, {2, 4, 6}, {2, 3, 4}}. Then, Δ is a quasi-
forest on [6] with a leaf order

F1 = {1, 2, 3}, F2 = {3, 4, 5}, F3 = {2, 4, 6}, F4 = {2, 3, 4}.

With respect to this order, the edge set of the relation tree is:

{{1, 4}, {2, 4}, {3, 4}}.

On the other hand, Δ is a quasi-forest on [6] with a leaf order

F1 = {1, 2, 3}, F2 = {3, 4, 5}, F3 = {2, 3, 4}, F4 = {2, 4, 6}.

With respect to this order, the edge set of the relation tree is:

{{1, 3}, {2, 3}, {3, 4}}.

Let {q ′, q} with q ′ < q be an edge of T . By deleting the edge {q ′, q} from T ,
one obtains two trees Tq ′ and Tq , where the vertex q ′ belongs to Tq ′ and where the
vertex q belongs to Tq .

Lemma 9.9 Work with the same notation as above. Then, one has:

(i) If j ∈ [r] is a vertex of Tq , then j ≥ q;
(ii) The set Fq ′ ∩ Fq is a separator of Δ.

Proof Let Vi denote the set of vertices of Ti for i ∈ {q, q ′}.
(i) Let j = min{i ∈ [r] : i ∈ Vq}. Suppose j �= q. Since j ∈ Vq and since {j ′, j}

is an edge of T with {j ′, j} �= {q ′, q}, it follows that {j ′, j} is an edge of Tq . In
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particular, j ′ belongs to Vq . However, since j ′ < j , we have j ′ /∈ Vq , which is
a contradiction. Hence, we have j = q.

(ii) Let Uq = ⋃

j∈Vq
Fj and Uq ′ = ⋃

j∈Vq′ Fj . Then, we have [m] = Uq ′ ∪Uq . Let

W = Fq ′ ∩ Fq . We will show that W = Uq ′ ∩ Uq .

First, we consider the case q = r . By (i), it follows that Vr = {r} and Vr ′ =
{1, 2, . . . , r − 1}. Thus, we have Ur = Fr and Ur ′ ∩ Ur = ⋃r−1

j=1(Fj ∩ Fr). Since

Fr is a leaf of Δ, it follows that
⋃r−1

j=1(Fj ∩ Fr) = Fr ′ ∩ Fr = W .
It remains to show the case q < r . By induction on r , suppose that the assertion

holds for Δr−1. Then, we may assume that r ∈ Vq and Uq ′ ∩ (
⋃

r �=j∈Vq
Fj ) = W .

Since r ∈ Vq , we have r ′ ∈ Vq . Let k ∈ Vq ′ . Since Fk ∩Fr ⊂ Ur ′ ∩Fr = Fr ′ ∩Fr , it
follows that Fk ∩Fr ⊂ Fk ∩Fr ′ . Hence, have Uq ′ ∩Uq = Uq ′ ∩(

⋃

r �=j∈Vq
Fj ) = W .

Note that q ∈ Uq \W and q ′ ∈ Uq ′ \W . Thus, it is enough to show that {i, j} /∈ Δ

for all i ∈ Uq \ W and j ∈ Uq ′ \ W . Suppose that {i, j} ∈ Δ. Then, there exists a
facet Fk with {i, j} ⊂ Fk . Let, say, Fk ⊂ Uq . Then, j ∈ Uq ′ ∩ Uq = W , which is a
contradiction. �

Let Δ be a quasi-forest on [m]. Fix a leaf order F1, F2, . . . , Fr of Δ. By
relabeling the vertices of Δ, if necessary, we may assume that the simplicial vertices
of the leaf Fr of Δ are m,m−1, . . . , mr , and that, for each 1 ≤ i < r , the simplicial
vertices of the leaf Fi of the quasi-forest Δi are mi+1 − 1,mi+1 − 2, . . . , mi . In
particular, F1 = {m2−1,m2 −2, . . . , 1}. Fix a relation tree T of Δ on the vertex set
[r] with the edges {2′, 2}, {3′, 3}, . . . , {r ′, r}, where q ′ < q for each 2 ≤ q ≤ r . By
Lemma 9.9, each edge {q ′, q} of T yields the decomposition Facet(Δ) = Cq ′ ∪ Cq ,
where Cq ′ = {Fj : j is a vertex of Tq ′ } and Cq = {Fj : j is a vertex of Tq}. Note
that j ≥ q if Fj ∈ Cq .

Given the separator W = Fq ′ ∩ Fq of Δ with Uq = ⋃

j∈Vq
Fj and Uq ′ =

⋃

j∈Vq′ Fj , and given the integer vectors δ = (δ1, . . . , δm), ρ = (ρ1, . . . , ρm) ∈
[r1] × · · · × [rm] with the property that δj = ρj for all j ∈ W , we associate the
quadratic binomial

f δ
ρ (Cq ′, Cq) = xδxρ − xδ′xρ′

belonging to Ir1···rm(Δ), where

δ′i =
{

δi if i ∈ Uq ′ ,

ρi otherwise,
ρ′

i =
{

ρi if i ∈ Uq ′,

δi otherwise.

Example 9.7 (continued) Let, as before, Δ = {∅, {1}, {2}, {3}, {1, 2}, {2, 3}}. Then,
F1 = {1, 2}, F2 = {2, 3} is a leaf order and W = F1 ∩F2 = {2} is a separator of Δ.
For this W , Ua = {1, 2}, Ub = {2, 3}, Ca = {{1, 2}}, and Cb = {{2, 3}}. Hence,

f δ
ρ (Ca, Cb) = x113x212 − x112x213

for δ = (1, 1, 3) and ρ = (2, 1, 2).
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Let Gr1···rm(Δ, T ) be the finite set of quadratic binomials defined by:

Gr1···rm(Δ, T ) =
⎧

⎨

⎩

f δ
ρ (Cq ′, Cq) �= 0 :

{q ′, q} is an edge of T

δ, ρ ∈ [r1] × · · · × [rm],
δk = ρk for all k ∈ Fq ′ ∩ Fq

⎫

⎬

⎭

.

Let <lex be the lexicographic order on K[x] induced by the ordering of variables
defined by:

xδ < xρ ⇐⇒ the left-most nonzero component of (ρ1 − δ1, . . . , ρm − δm) is positive.
Theorem 9.10 gives an explicit description of Markov bases for the hierarchical

model arising from a quasi-forest.

Theorem 9.10 Let Δ be a quasi-forest and T a relation tree of Δ. Then,
Gr1···rm(Δ, T ) is a Gröbner basis of the toric ideal Ir1···rm(Δ) with respect to
<lex.

Proof Suppose that Gr1···rm(Δ, T ) is not a Gröbner basis. Let B denote the set
of monomials w of K[x] that do not belong to (in<lex(f ) : f ∈ Gr1···rm(Δ, T )).
By Theorem 3.11, there exists a nonzero binomial xδ(1) · · · xδ(d) − xρ(1) · · · xρ(d) in
Ir1···rm(Δ) such that both xδ(1) · · · xδ(d) and xρ(1) · · · xρ(d) belong to B. Assume that

xδ(d) ≤lex · · · ≤lex xδ(1) and xρ(d) ≤lex · · · ≤lex xρ(1) . Let δ(i) = (δ
(i)
1 , . . . , δ

(i)
m ) and

ρ(i) = (ρ
(i)
1 , . . . , ρ

(i)
m ) for 1 ≤ i ≤ d.

Suppose that δ
(i)
j �= ρ

(i)
j for some 1 ≤ i ≤ d and for some 1 ≤ j ≤ m. Let

j∗ = min{j ∈ [m] : δ
(i)
j �= ρ

(i)
j for some i ∈ [d]}. Let mq∗ ≤ j∗ < mq∗+1. Then,

j∗ is a simplicial vertex of the leaf Fq∗ of the quasi-forest Δq∗ . Let i∗ = min{i ∈
[d] : δ

(i)
j∗ �= ρ

(i)
j∗ } and let i∗ = max{i ∈ [d] : δ

(i∗)
j = δ

(i)
j for all 1 ≤ j < mq∗}. It is

clear that i∗ ≤ i∗. Since xδ(d) ≤lex · · · ≤lex xδ(1) , it follows that δ
(i∗)
j = δ

(i)
j = ρ

(i)
j

for all i∗ ≤ i ≤ i∗ and for all 1 ≤ j < mq∗ .

Assume δ
(i∗)
j∗ < ρ

(i∗)
j∗ . Let

M =
{

c ∈ [d] : there exists i with i∗ ≤ i ≤ i∗
such that ρ

(c)
j = δ

(i)
j for all j∗ ≥ j ∈ Fq∗

}

,

N =
{

c ∈ [d] : there exists i with i∗ ≤ i ≤ i∗
such that δ

(c)
j = δ

(i)
j for all j∗ ≥ j ∈ Fq∗

}

.

Since π(xδ(1) · · · xδ(d) ) = π(xρ(1) · · · xρ(d) ), we have |M| = |N |. Suppose that c < i∗

belongs to M . Then, δ
(c)
j = ρ

(c)
j for all 1 ≤ j ≤ j∗. Hence, c belongs to N . Thus,

we have

|{c ∈ M : c < i∗}| ≤ |{c ∈ N : c < i∗}|. (9.6)
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On the other hand, it is trivial that {i∗, i∗ + 1, . . . , i∗} ⊂ N . Suppose i∗ ∈ M , i.e.,
there exists i∗ ≤ i ≤ i∗ such that ρ

(i∗)
j = δ

(i)
j for all j∗ ≥ j ∈ Fq∗ . Then, i �= i∗ and

ρ
(i∗)
j = δ

(i)
j for all 1 ≤ j ≤ j∗. Hence, we have δi∗ <lex δi , which is a contradiction.

Thus, i∗ /∈ M . Therefore,

|{c ∈ M : i∗ ≤ c ≤ i∗}| < |{c ∈ N : i∗ ≤ c ≤ i∗}|. (9.7)

By Equations (9.6) and (9.7) together with |M| = |N |, it follows that there exists
c > i∗ with c ∈ M .

Let c∗ > i∗ belong to M . Then, there exists i∗ ≤ i ≤ i∗ such that ρ
(c∗)
j = δ

(i)
j

for all j∗ ≥ j ∈ Fq∗ . If 1 ≤ j < mq∗ and j ∈ Fq∗ , then ρ
(c∗)
j = δ

(i)
j = ρ

(i∗)
j .

Suppose that ρ
(c∗)
j = ρ

(i∗)
j for all 1 ≤ j < mq∗ with j /∈ Fq∗ . Then, δ

(c∗)
j = ρ

(c∗)
j =

ρ
(i∗)
j = δ

(i∗)
j for all 1 ≤ j < mq∗ . This contradicts c∗ > i∗. Hence, ρ

(c∗)
j �= ρ

(i∗)
j

for some 1 ≤ j < mq∗ with j /∈ Fq∗ . Since ρc∗ ≤lex ρi∗ , ρ
(c∗)
j < ρ

(i∗)
j for some

1 ≤ j < mq∗ with j /∈ Fq∗ . Suppose that ρ
(c∗)
j ≥ ρ

(i∗)
j for all mq∗ ≤ j ≤ j∗.

Then, δ
(i)
j = ρ

(c∗)
j ≥ ρ

(i∗)
j = δ

(i∗)
j for all mq∗ ≤ j < j∗. Hence, δ

(i)
j ≥ δ

(i∗)
j for

all 1 ≤ j < j∗. Moreover, δ
(i)
j∗ = ρ

(c∗)
j∗ ≥ ρ

(i∗)
j∗ > δ

(i∗)
j∗ . Thus, we have δi∗ <lex δi ,

which is a contradiction. Therefore, ρ
(c∗)
j < ρ

(i∗)
j for some mq∗ ≤ j ≤ j∗.

Thus,

f
ρi∗
ρc∗ (Cq∗ , C(q∗)′) = xρi∗xρc∗ − x(ρi∗ )′x(ρc∗ )′

is nonzero and a binomial belonging to Gr1···rm(Δ, T ). Since x(ρi∗ )′ <lex xρi∗ and
x(ρc∗ )′ <lex xρi∗ , the initial monomial of f

ρi∗
ρc∗ (Cq∗ , C(q∗)′) with respect to <lex is

xρi∗ xρc∗ . This contradicts xρ(1) · · · xρ(d) ∈ B. �
Let G be a finite simple graph on the vertex set [m] and E(G) the set of edges

of G. Let Δ(G) be the clique complex of G defined in Chapter 7. A model of an
m-way contingency table characterized by Δ(G) is called a graphical model of G.

Example 9.11 Let C4 be a cycle of length 4. Then, the toric ideal I2222(Δ(C4)) is
minimally generated by 8 quadratic binomials and 8 binomials of degree 4.

Theorem 9.12 Let Δ(G) be a clique complex of a graph G and fix positive integers
r1, . . . , rm ≥ 2. Then, the following conditions are equivalent:

(i) Δ(G) is quasi-forest;
(ii) G is chordal;

(iii) Ir1···rm(Δ(G)) is generated by quadratic binomials;
(iv) Ir1···rm(Δ(G)) possesses a quadratic Gröbner basis.

Proof First, (i) ⇐⇒ (ii) follows from Theorem 7.6. By Theorem 9.10, we have (i)
*⇒ (iv). The implication (iv) *⇒ (iii) holds in general. Thus, it is enough to show
(iii) *⇒ (ii). Suppose that G is not a chordal graph. Then, G has an induced cycle
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C of length � ≥ 4. We may assume that C = (1, 2, . . . , �). By Proposition 9.7, the
toric ring

K[A2 · · · 2
︸ ︷︷ ︸

� times

1···1(Δ(G))] (9.8)

is a combinatorial pure subring of the toric ring K[Ar1···rm(Δ(G))]. Since the toric
ring in (9.8) is isomorphic to the toric ring K[A2···2(Δ(C))], it is enough to show
that the toric ideal I2···2(Δ(C)) is not generated by quadratic binomials. One can
show that K[A2222(Δ(C4))] is a combinatorial pure subring of K[A2···2(Δ(C))]
(see Problem 9.7). As stated in Example 9.11, I2222(Δ(C4)) is not generated by
quadratic binomials. �

9.4.2 No m-Way Interaction Models and Higher Lawrence
Liftings

First, we introduce the notion of rth Lawrence liftings which is a generalization of
Lawrence liftings.

Definition 9.13 Given an integer matrix A ∈ Z
d×n, the rth Lawrence lifting of A

is the configuration

Λ(r)(A) =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

A

A

.. .

A

In In · · · In

⎞

⎟

⎟

⎟

⎟

⎟

⎠

︸ ︷︷ ︸

r times

where In is the n × n identity matrix.

In particular, the toric ring of Λ(2)(A) is isomorphic to the toric ring of the
Lawrence lifting Λ(A) of A. Indeed, KerZ(Λ(2)(A)) = KerZ(Λ(A)) holds in
general.

The first result is a simple observation.

Proposition 9.14 Let A′ be a subconfiguration of a configuration A. Then,
K[Λ(r ′)(A′)] is a combinatorial pure subring of K[Λ(r)(A)] for all 2 ≤ r ′ ≤ r .

Proposition 9.15 Let K[Λ(r)(A)] be the rth Lawrence lifting of a configuration A.
If K[Λ(r)(A)] is very ample, then A is unimodular.
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Proof Suppose that K[Λ(r)(A)] is very ample. By Proposition 9.14, K[Λ(2)(A)] ∼=
K[Λ(A)] is a combinatorial pure subring of K[Λ(r)(A)]. Hence, by Lemma 4.40,
K[Λ(A)] is very ample. Finally, by Theorem 4.42, A is unimodular. �

For an integer matrix A ∈ Z
d×n, let KerZ(A) = {b ∈ Z

n : Ab = 0}. It then
follows that we have:

KerZ(Λ(r)(A)) =

⎧

⎪

⎨

⎪

⎩

⎛

⎜

⎝

b(1)

...

b(r)

⎞

⎟

⎠
∈ Z

rn : b(i) ∈ KerZ(A) (1 ≤ i ≤ r),

r
∑

i=1

b(i) = 0

⎫

⎪

⎬

⎪

⎭

.

In what follows, for the rest of this section, we write the column vector

b =
⎛

⎜

⎝

b(1)

...

b(r)

⎞

⎟

⎠

as b = {b(1), . . . , b(r)}. The type of b = {b(1), . . . , b(r)} ∈ KerZ(Λ(r)(A)) is
defined by:

type(b) = |{i ∈ [r] : b(i) �= 0}|.

Theorem 9.16 For any configuration A ∈ Z
d×n, there exists a constant m such

that, for any r ≥ 2, the toric ideal of Λ(r)(A) is generated by binomials fb with
type(b) ≤ m.

The minimum value m(A) of such m is called the Markov complexity of A. We
prove Theorem 9.16 by showing the stronger Theorem 9.17 below.

A sum c + d of integer vectors c = (c1, . . . , cn) and d = (d1, . . . , dn) is called
conformal if |ci+di | = |ci |+|di | for all 1 ≤ i ≤ n. For an integer matrix A ∈ Z

d×n,
the Graver basis of A is the set of all vectors b ∈ KerZ(A) such that b has no
conformal decomposition b = c + d with 0 �= c, d ∈ KerZ(A). Note that, for a
configuration A, {fb1 , . . . , fbk

} is the Graver basis of IA if and only if {b1, . . . , bk}
is the Graver basis of A.

Theorem 9.17 Let A ∈ Z
d×n be a configuration such that KerZ(A) �= {0}. Then,

there exists a constant g such that, for any r ≥ 2, the Graver basis of Λ(r)(A)

consists of the vectors b with type(b) ≤ g.
Let g(A) be the minimum value of such g, and let B = (b1, . . . , bk), where

{b1, . . . , bk} is the Graver basis of A. If KerZ(B) = {0}, then g(A) = 2. If
KerZ(B) �= {0}, then g = max{|c1|, . . . , |c�|}, where {c1, . . . , c�} is the Graver
basis of B.

The number g(A) is called the Graver complexity of A.
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Lemma 9.18 Suppose that a nonzero vector b = (b(1), . . . , b(r)) belongs to the
Graver basis of Λ(r)(A) and that b(i) = c(1) + · · · + c(k) with c(1), . . . , c(k) ∈
KerZ(A) is a conformal decomposition. Then, b′ = (b(1), . . . , b(i−1), c(1), . . . , c(k),

b(i+1), . . . , b(r)) belongs to the Graver basis of Λ(r+k−1)(A).

Proof Suppose that b′ does not belong to the Graver basis. Then, there exists a
conformal decomposition b′ = b′

1 +b′
2 such that 0 �= b′

1, b′
2 ∈ KerZ(Λ(r+k−1)(A)).

Let

b′
1 = (b(1)

1 , . . . , b(i−1)
1 , c(1)

1 , . . . , c(k)
1 , b(i+1)

1 , . . . , b(r)
1 ),

b′
2 = (b(1)

2 , . . . , b(i−1)
2 , c(1)

2 , . . . , c(k)
2 , b(i+1)

2 , . . . , b(r)
2 ).

Then,

b1 = (b(1)
1 , . . . , b(i−1)

1 , c(1)
1 + · · · + c(k)

1 , b(i+1)
1 , . . . , b(r)

1 ),

b2 = (b(1)
2 , . . . , b(i−1)

2 , c(1)
2 + · · · + c(k)

2 , b(i+1)
2 , . . . , b(r)

2 ).

are nonzero vectors belonging to KerZ(Λ(r)(A)) such that b = b1 + b2 is a
conformal decomposition. This contradicts that b belongs to the Graver basis. �
Corollary 9.19 Suppose that a nonzero vector b = (b(1), . . . , b(r)) belongs to the
Graver basis of Λ(r)(A). Then, there exists b′ = (b′

1, . . . , b′
s) belonging to the

Graver basis of Λ(s)(A) for some s ≥ r such that:

(i) Each b′
i belongs to the Graver basis of A;

(ii) b is obtained by a conformal sum of the columns of b′.

In particular, we have type(b) ≤ type(b′).

Proof (Theorem 9.17) Since the Graver basis of the Lawrence lifting Λ(A) of A

consists of integer vectors of type 2, we have g(A) ≥ 2.
Let B = (b1, . . . , bk), where {b1, . . . , bk} be the Graver basis of A. By

Corollary 9.19, we only need to consider the vector u = (u(1), . . . , u(r)) belonging
to the Graver basis of Λ(r)(A) such that each u(i) belongs to {±b1, . . . ,±bk}. Let
ψu = (ψ

(1)
u , . . . , ψ

(k)
u ) ∈ Z

k , where

ψ(i)
u = |{j ∈ [r] : u(j) = bi}| − |{j ∈ [r] : u(j) = −bi}|

for 1 ≤ i ≤ k. Since
∑r

j=1 u(j) = 0, it follows that ψu belongs to KerZ(B).

Case 1. (KerZ(B) = {0})
In this case, ψu = 0 for any u, and hence there exists 1 ≤ i < j ≤ r such that
u(i) = −u(j) �= 0. Then, it follows that u(�) = 0 for all � �= i, j , and hence
type(u) = 2. Thus, we have g(A) = 2.

Case 2. (KerZ(B) �= {0})
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If ψu = 0, then type(u) = 2. Assume that ψu �= 0. Then, type(u) ≥ 3 and the
1-norm |ψu| of the vector ψu equals the type of u. We will show that u belongs
to the Graver basis if and only if the vector ψu belongs to the Graver basis of B.

Suppose that ψu does not belong to the Graver basis of B. Then, there exists a
conformal decomposition ψu = c + d with 0 �= c, d ∈ KerZ(B), which yields a
conformal decomposition u = u1 + u2 (where type(u1) = |c| and type(u2) = |d|).
Then, u does not belong to the Graver basis.

Suppose that u does not belong to the Graver basis. Then, there exists a conformal
decomposition u = u1 + u2 with 0 �= u1, u2 ∈ KerZ(Λ(r)). Since each u(i)

belongs to the Graver basis, there are no nontrivial decomposition of u(i). Thus, the
conformal decomposition u = u1 + u2 comes from some conformal decomposition
ψu = c + d with 0 �= c, d ∈ KerZ(B), as desired. �

Let Δm be a simplicial complex whose facets are the (m − 1)-subsets of [m].
A model of an m-way contingency table given by Δm (see Definition 9.5) is called
no m-way interaction model. In the case of this model, for the r1 × r2 × · · · × rm
contingency table (r1 ≥ r2 ≥ · · · ≥ rm ≥ 2)

T = (

ti1i2···im
)

ik=1,2,...,rk
, 0 ≤ ti1i2···im ∈ Z,

the model matrix is the configuration Ar1r2···rm := Ar1r2···rm(Δm).
For example,

A22 =

⎛

⎜

⎜

⎝

1 1 0 0
0 0 1 1
1 0 1 0
0 1 0 1

⎞

⎟

⎟

⎠

, A222 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

1 1
1 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

In general, Ar1r2···rm has r1 · · · rm(
∑m

k=1 1/rk) rows and r1 · · · rm columns.

Example 9.20 The configuration A333 is a 27 × 27 matrix. The toric ideal of A333
is the kernel of homomorphism

π : K[{xijk}1≤i,j,k≤3] → K[{t (1)
jk , t

(2)
ik , t

(3)
ij }1≤i,j,k≤3]
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defined by π(xijk) = t
(1)
jk t

(2)
ik t

(3)
ij for each 1 ≤ i, j, k ≤ 3. By using computer, one

can check that IA333 is generated by 27 binomials of degree 4 and 54 binomials of
degree 6. On the other hand, there are 795 circuits of IA333 . For example,

fM = x112x121x133x222x231x311x323x
2
332 − x111x123x132x221x232x312x322x331x333,

where

M =
m111 m112 m113 m211 m212 m213 m311 m312 m313

m121 m122 m123 m221 m222 m223 m321 m322 m323

m131 m132 m133 m231 m232 m233 m331 m332 m333

=
−1 1 0 0 0 0 1 −1 0
1 0 −1 −1 1 0 0 −1 1
0 −1 1 1 −1 0 −1 2 −1

is a circuit of IA333 . By Theorem 4.35, A333 is not unimodular.

Note that, by suitable row exchanges of Ar1r2···rm one obtains Λ(rm)(Ar1r2···rm−1).
Hence, we can apply Propositions 9.14, 9.15, Theorems 9.16, and 9.17 to study
Ar1r2···rm by using the properties of Ar1r2···rm−1 . For example, we have the following
immediately.

Example 9.21 We can compute the Graver complexity of IAr33 (r ≥ 3) as follows.
Since Ar33 is the r-th Lawrence lifting of A33, we first compute the Graver basis of
IA33 . Then, K[A33] is the edge ring of a 3 × 3 complete bipartite graph K3,3. It is
known that the Graver basis of IA33 consists of the binomials arising from cycles of
K3,3. Thus, we have to compute the Graver basis {c1, . . . , c�} of the matrix

B =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 1 0 0 0 0 0 0 1 0 1 1 1
−1 0 −1 0 1 1 0 0 0 1 0 1 −1 0 −1
0 −1 0 −1 −1 −1 0 0 0 −1 −1 −1 0 −1 0
−1 −1 0 0 0 0 1 1 0 −1 0 1 −1 −1 0
1 0 0 0 −1 0 −1 0 1 0 −1 −1 0 1 1
0 1 0 0 1 0 0 −1 −1 1 1 0 1 0 −1
0 0 −1 −1 0 0 −1 −1 0 1 −1 −1 0 0 −1
0 0 1 0 0 −1 1 0 −1 −1 1 0 1 −1 0
0 0 0 1 0 1 0 1 1 0 0 1 −1 1 1

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Here, the first 9 columns of B correspond to cycles of length 4, and the last 6
columns of B correspond to cycles of length 6. Then, max{|c1|, . . . , |c�|} = 9, and
hence the Graver complexity of A33 is 9. Thus, the Graver basis of IAr33 is computed
by that of IA933 .

By Theorem 4.42, we can check whether Ar1r2···rm is unimodular.
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Proposition 9.22 The configuration Ar1r2···rm is unimodular if and only if either
m = 2 or r3 = 2.

Proof Since K[Ar1r2 ] is considered as the edge ring of a complete bipartite graph,
Theorem 5.24 implies that Ar1r2 is unimodular, and since Ar1r22···2 is obtained by
taking the Lawrence lifting several times from Ar1r2 , Theorem 4.42 implies that
Ar1r22···2 is unimodular as well.

As stated in Example 9.20, A333 is not unimodular. Hence, by Theorem 4.42,
K[A3332···2] is not unimodular. If m ≥ 3 and r3 ≥ 3, then K[A3332···2] is a combina-
torial pure subring of K[Ar1r2···rm ], and hence K[Ar1r2···rm] is not unimodular. �

Next, we study K[Ar1r2···rm] that is not very ample. We use the notion of
fundamental binomials. A binomial f belonging to the toric ideal IA of A is called
fundamental if there exists a combinatorial pure subring K[B] of K[A] such that
the toric ideal IB of B is generated by f .

Lemma 9.23 If IA possesses a fundamental binomial g such that none of the
monomials appearing in g is squarefree, then K[A] is not very ample.

Proof Since g is fundamental, there exists a combinatorial pure subring K[B] of
K[A] such that IB = (g). It is enough to show that K[B] is not very ample.

Let g = x2
1u − x2

2v. Since g is fundamental, g is irreducible, and hence u ( �= 1)

is not divided by x2 and v ( �= 1) is not divided by x1. Let π : S → K[A] be defined
as in (3.1). Since π(x2

1u) = π(x2
2v), we have

√
π(uv) = π(x1u)/π(x2). Let xk

be a variable with k �= 1, 2. Then, the monomial π(xm
k )

√
π(uv) belongs to the

quotient field of K[A] and is integral over K[A] for all positive integer m. Suppose
that there exists a monomial w such that π(w) = π(xm

k )
√

π(uv). It then follows
that the binomial g′ = x1uxm

k − x2w belongs to IB . Since IB = (g) and x1uxm
k is

divided by neither x2
1u nor x2

2v, we have g′ = 0. Hence, x2 must divide u, which
is a contradiction. Thus, π(xm

k )π(uv) corresponds to a hole in the sense of (4.3) for
all m and K[B] is not very ample. �
Proposition 9.24 If one of the following conditions holds, then K[Ar1r2···rm] is not
very ample (and hence not normal):

(i) m ≥ 4 and r3 ≥ 3;
(ii) m = 3 and r3 ≥ 4;

(iii) m = 3, r3 = 3, r1 ≥ 6, and r2 ≥ 4.

Proof If condition (i) holds, then K[A3332···2] is a combinatorial pure subring of
K[Ar1r2···rm ]. Since A333 is not unimodular, K[A3332···2] is not very ample.

If condition (ii) holds, then K[A444] is a combinatorial pure subring of
K[Ar1r2···rm ]. If condition (iii) holds, then K[A643] is a combinatorial pure subring
of K[Ar1r2···rm]. Thus, it is enough to show that K[A444] and K[A643] are not very
ample. One can show that:

x111x221x331x641x212x522x432x642x413x323x
2
633x143x543
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−x211x321x631x141x412x222x632x542x113x523x333x433x
2
643 (9.9)

is a fundamental binomial of the toric ideal IA643 , and

x2
111x133x144x223x224x232x242x313x322x341x414x422x431

−x113x114x131x141x
2
222x233x244x311x323x342x411x424x432 (9.10)

is a fundamental binomial of the toric ideal IA444 (see Problem 9.9). Thus, by
Lemma 9.23, K[A444] and K[A643] are not very ample. �

A configuration A is said to be compressed if the initial ideal of IA with respect
to any reverse lexicographic order is squarefree.

Proposition 9.25 The configuration Ar1r2···rm is compressed if and only if one of
the following holds:

(i) m = 2;
(ii) m ≥ 3 and r3 = 2;

(iii) m = 3 and r2 = r3 = 3.

Proof If Ar1r2···rm satisfies one of the conditions (i) and (ii), then Ar1r2···rm is
unimodular (Proposition 9.22), and hence it is compressed (Theorem 4.29). In
Example 9.21, we checked that the Graver basis of IAr33 is computed by that of
IA933 . One can check that A933 is compressed by using a software, e.g., Normaliz,
polymake. Thus, Ar33 is compressed for all r ≥ 3.

Suppose that Ar1r2···rm is compressed and that Ar1r2···rm satisfies none of the
conditions (i), (ii), and (iii). Then, K[Ar1r2···rm] is normal. By Proposition 9.24, we
have m = 3 and (r1, r2, r3) ∈ {(5, 5, 3), (5, 4, 3), (4, 4, 3)}. By Proposition 9.14,
we may assume that (r1, r2, r3) = (4, 4, 3). However, one can check that A443 is
not compressed by using a software, e.g., Normaliz, polymake. �

It was shown by software 4ti2 and Normaliz that K[Ar1r2r3 ] is normal if
(r1, r2, r3) ∈ {(5, 5, 3), (5, 4, 3), (4, 4, 3)}. Summing up, we obtain the following
classification (Table 9.1) for the configurations Ar1r2···rm . It is not known whether
A553, A543, and A443 have a squarefree initial ideal or not.

Table 9.1 Classification

m = 2 Unimodular

r1 × r2 × 2 × · · · × 2

r1 × 3 × 3 Compressed, not unimodular

5 × 5 × 3, 5 × 4 × 3, 4 × 4 × 3 Normal, not compressed

Otherwise, i.e.,

m ≥ 4 and r3 ≥ 3 Not normal, not very ample

m = 3 and r3 ≥ 4

m = 3, r3 = 3, r1 ≥ 6 and r2 ≥ 4
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Problems

9.6 Prove Proposition 9.7.

9.7 Let C� be a cycle of length � ≥ 4. Show that K[A2222(C4)] is a combinatorial
pure subring of K[A2···2(C�)]
9.8 Show that A322 = Λ(3)(A22).

9.9 Show that binomials in (9.9) and (9.10) are fundamental.

9.5 Segre–Veronese Configurations

We start with a brief explanation of the Hardy–Weinberg model.
The contingency table T0 in Table 9.2 shows the genotypes in the ABO blood

types of 100 patients suffering from a particular disease. Then, the total number of
each “allele” (A genes, B genes, and O genes) is one of the entries of the vector

⎛

⎝

2 1 1 0 0 0
0 1 0 2 1 0
0 0 1 0 1 2

⎞

⎠

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

23
10
15
6
17
29

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=
⎛

⎝

71
39
90

⎞

⎠ .

In this case, the null hypothesis is that a population being sampled is in the Hardy–
Weinberg equilibrium, i.e., allele and genotype frequencies in a population will
remain constant from generation to generation in the absence of other evolutionary
influences. Then, the model matrix is a configuration

A =
⎛

⎝

2 1 1 0 0 0
0 1 0 2 1 0
0 0 1 0 1 2

⎞

⎠ .

The toric ring K[A] of A is known as the second Veronese subring of K[t1, t2, t3].
The purpose to the present section is to introduce a more general notion which is
called a Segre–Veronese configuration.

Fix integers d,M ≥ 1 and sets of integers a = {a1, . . . , aM }, b = {b1, . . . , bM },
r = {r1, . . . , rM}, and s = {s1, . . . , sM } such that:

Table 9.2 Genotypes in
ABO blood type T0 = Genotypes AA AB AO BB BO OO

Total 23 10 15 6 17 29
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(i) 0 ≤ bi ≤ ai for all 1 ≤ i ≤ M;
(ii) 1 ≤ si ≤ ri ≤ d for all 1 ≤ i ≤ M .

Fix τ ≥ 2. Let Aτ,a,b,r,s denote the configuration matrix whose columns are all
nonnegative integer vectors (f1, f2, . . . , fd) ∈ Z

d
≥0 such that:

(i)
∑d

j=1 fj = τ .
(ii) bi ≤ ∑ri

j=si
fj ≤ ai for all 1 ≤ i ≤ M .

Then, the toric ring K[Aτ,a,b,r,s] is called an algebra of Segre–Veronese type.

Example 9.26 Several popular classes of semigroup rings are algebras of Segre–
Veronese type.

(a) If M = 2, τ = 2, a1 = a2 = b1 = b2 = 1, s1 = 1, s2 = r1 + 1, and
r2 = d, then the toric ring K[Aτ,a,b,r,s] is the Segre product of polynomial
rings K[q1, . . . , qr1 ] and K[qr1+1, . . . , qd ].

(b) If M = d, si = ri = i, ai = τ , and bi = 0 for all 1 ≤ i ≤ M , then the toric
ring K[Aτ,a,b,r,s] is the classical τ th Veronese subring of the polynomial ring
K[q1, . . . , qd ].

(c) If M = d, si = ri = i, ai = 1, and bi = 0 for all 1 ≤ i ≤ M , then the toric
ring K[Aτ,a,b,r,s] is the τ th squarefree Veronese subring of the polynomial ring
K[q1, . . . , qd ].

(d) Algebras of Veronese type (i.e., M = d, si = ri = i, and bi = 0 for all
1 ≤ i ≤ M).

The edge ring of a graph G discussed in Chapter 5 is an algebra of Segre–
Veronese type if G is a complete multipartite graph.

Example 9.27 Let q1, . . . , qn denote a sequence of positive integers with q1 +· · ·+
qn = d. Let V1, . . . , Vn be a partition of [d], say,

Vi =
⎧

⎨

⎩

1 +
i−1
∑

j=1

qj , 2 +
i−1
∑

j=1

qj , . . . , qi +
i−1
∑

j=1

qj

⎫

⎬

⎭

for each 1 ≤ i ≤ n. The complete multipartite graph of type q = (q1, . . . , qn) is
the finite graph Gq on the vertex set [d] with the edge set

E(Gq) = {{k, �} : k ∈ Vi, � ∈ Vj , 1 ≤ i < j ≤ n}.

Then, K[Gq] is an algebra of Segre–Veronese type with τ = 2, M = n, a =
(1, . . . , 1), b = (0, . . . , 0), r = (r1, . . . , rn), and s = (s1, . . . , sn), where ri =
max Vi and si = min Vi for each 1 ≤ i ≤ n.

In order to construct a quadratic Gröbner basis, we need a notion of marked
polynomials and reduction relations. A nonzero polynomial f ∈ K[x] is said to
be marked if an initial monomial in(f ) of f is specified. One can choose any of
the monomials appearing in f as an initial monomial. Given a set F of marked
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polynomials, we define the reduction relation modulo F in the same way as it is
done for monomial orders. The set F is said to be marked coherently if there exists
a monomial order < on K[x] such that in(f ) = in<(f ) for all f ∈ F .

Example 9.28 In Example 1.18, it is shown that the set F = {f1, . . . , f5} of
marked binomials

f1 = x1x8 − x2x6 with in(f1) = x1x8,

f2 = x2x9 − x3x7 with in(f2) = x2x9,

f3 = x3x10 − x4x8 with in(f3) = x3x10,

f4 = x4x6 − x5x9 with in(f4) = x4x6,

f5 = x5x7 − x1x10 with in(f5) = x5x7

is marked incoherently. In this case, Theorem 9.29 below implies that there exists
an infinite sequence of reductions modulo F . In fact,

x1x2 · · · x10
f1−→ x2

2x3x4x5x
2
6x7x9x10

f2−→ x2x
2
3x4x5x

2
6x2

7x10
f3−→ x2x3x

2
4x5x

2
6x2

7x8

f4−→ x2x3x4x
2
5x6x

2
7x8x9

f5−→ x1x2 · · · x10
f1−→ · · ·

yields an infinite sequence of reductions modulo F .

Although the following theorem holds for any finite set F ⊂ K[x] of marked
polynomials, for the sake of simplicity, we confine ourselves to the case that F
consists of binomials.

Theorem 9.29 A finite set F ⊂ K[x] of marked binomials is marked coherently if
and only if the reduction relation modulo F is Noetherian, i.e., every sequence of
reductions modulo F terminates.

Proof It is trivial that if F ⊂ K[x] is marked coherently, then the reduction relation
modulo F is Noetherian.

Suppose that the set F = {f1, . . . , f�} ⊂ K[x] of binomials is marked
incoherently. Let fi = xαi − xβi and let γi be a nonzero integer vector βi −αi ∈ Z

n

for 1 ≤ i ≤ �. Since F is marked incoherently, there exists no weight vector
w = (w1, . . . , wn) ∈ Q

n such that wj > 0 for each 1 ≤ j ≤ n and that
inw(fi) = xαi for all 1 ≤ i ≤ �. This is equivalent to say that there exists no
w ∈ Q

n such that

w · (e1, · · · , en,−γ1, . . . ,−γ�) = (w1, . . . , wn, w · (α1 − β1), . . . , w · (α� − β�))

is a positive vector. By Linear Programming Duality [188, Section 7.3], there exists
a nonzero, nonnegative integer vector

y = (ỹ1, . . . , ỹn, y1, . . . , y�)
t ∈ Z

n+�
≥0
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such that

(e1, · · · , en,−γ1, . . . ,−γ�) · y = 0.

Then, we have

⎛

⎜

⎝

ỹ1
...

ỹn

⎞

⎟

⎠
= y1γ1 + · · · + y�γ�,

and hence, y1γ1 + · · · + y�γ� is a nonnegative integer vector. Let N = y1 +
· · · + y�. Since y is nonzero, we have N > 0. Then, the vector (y1, . . . , y�) has
a representation (y1, . . . , y�) = ei1 + · · · + eiN for some 1 ≤ i1 ≤ · · · ≤ iN ≤ �.
Let xδ = ∏�

i=1(in(fi))
yi . For each 1 ≤ r ≤ N , since

δ + γi1 + · · · + γir−1 − αr =
r−1
∑

k=1

βik +
N
∑

k=r+1

αik

is a nonnegative integer vector, we have

xδ+γi1+γi2+···+γir−1 = xδ+γi1+γi2+···+γir−1−αr fir + xδ+γi1+γi2+···+γir

Thus,

xδ
fi1−→ xδ+γi1

fi2−→ xδ+γi1+γi2
fi3−→ · · · fiN−−→ xδ+γi1+γi2+···+γiN = xδ+y1γ1+···+y�γ�

is a reduction sequence modulo F . Moreover, since y1γ1 + · · · + y�γ� is a
nonnegative integer vector, we have an infinite reduction sequence

xδ F−→ xδ+y1γ1+···+y�γ�
F−→ xδ+2(y1γ1+···+y�γ�) F−→ xδ+3(y1γ1+···+y�γ�) F−→ · · · ,

as desired. �
Given a configuration Aτ,a,b,r,s = (a1, . . . , an) ∈ Z

d×n
≥0 of Segre–Veronese type,

let K[x] denote a polynomial ring in the set of variables

{

xj1···jτ : 1 ≤ j1 ≤ · · · ≤ jτ ≤ d,

τ
∑

k=1

ejk
∈ {a1 . . . , an}

}

.

The toric ideal IAτ,a,b,r,s is the kernel of the surjective homomorphism π : K[x] −→
K[Aτ,a,b,r,s] defined by π(xj1···jτ ) = ∏τ

k=1 tjk
. A monomial

xα1α2···ατ xβ1β2···βτ · · · xγ1γ2···γτ
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is called sorted if

α1 ≤ β1 ≤ · · · ≤ γ1 ≤ α2 ≤ β2 ≤ · · · ≤ γ2 ≤ ατ ≤ βτ ≤ · · · ≤ γτ .

Let sort(·) denote the operator which takes any string over the alphabet {1, 2, . . . , d}
and sorts it into weakly increasing order.

Lemma 9.30 Work with the same notation as above. A homogeneous binomial

xα1α2···ατ xβ1β2···βτ · · · xγ1γ2···γτ − xα′
1α

′
2···ατ ′xβ ′

1β
′
2···βτ ′ · · · xγ ′

1γ
′
2···γτ ′ ∈ K[x]

belongs to IAτ,a,b,r,s if and only if

sort(α1 · · ·ατβ1 · · ·βτ · · · γ1 · · · γτ ) = sort(α′
1 · · ·ατ ′β ′

1 · · ·βτ ′ · · · γ ′
1 · · · γτ ′).

The proof is left as a problem to the reader (Problem 9.12). The following is a
key lemma in order to construct a quadratic Gröbner basis of the toric ideal IAτ,a,b,r,s .

Lemma 9.31 Let xα1α2···ατ xβ1β2···βτ be a quadratic unsorted monomial in K[x]
such that sort(α1β1 · · ·ατβτ ) = γ1γ2 · · · γ2τ . Then,

xα1α2···ατ xβ1β2···βτ − xγ1γ3···γ2τ−1xγ2γ4···γ2τ

is a binomial in IAτ,a,b,r,s .

Proof First, we show that xγ1γ3···γ2τ−1 and xγ2γ4···γ2τ
are variables in K[x]. For each

i = 1, 2, . . . , n, let ρi = |{j : si ≤ γ2j−1 ≤ ri}| and σi = |{j : si ≤ γ2j ≤
ri}|. Since γ1 ≤ · · · ≤ γ2τ , we have |ρi − σi | ≤ 1 for any i. If ρi ≤ σi , then
σi − ρi ∈ {0, 1}. Since 2ci ≤ ρi + σi ≤ 2bi , we have ρi ≤ bi + 1/2 and ci −
1/2 ≤ σi . Thus, ci ≤ ρi ≤ σi ≤ bi . If ρi > σi , then ρi − σi = 1. Since 2ci ≤
ρi + σi ≤ 2bi , we have σi ≤ bi + 1/2 and ci − 1/2 ≤ ρi . Thus, ci ≤ σi <

ρi ≤ bi . Hence, xγ1γ3···γ2τ−1 and xγ2γ4···γ2τ
are variables in K[x]. By Lemma 9.30,

xα1α2···ατ xβ1β2···βτ − xγ1γ3···γ2τ−1xγ2γ4···γ2τ
is a binomial in IAτ,a,b,r,s . �

A quadratic Gröbner basis of toric ideal IAτ,a,b,r,s is given as follows.

Theorem 9.32 Let Aτ,a,b,r,s = (a1, . . . , an) ∈ Z
d×n
≥0 be a configuration of Segre–

Veronese type. Let G be the subset

{

xα1···ατ xβ1···βτ − xγ1γ3···γ2τ−1xγ2γ4···γ2τ
: xα1···ατ xβ1···βτ is not sorted

sort(α1β1 · · ·ατβτ ) = γ1γ2 · · · γ2τ

}

of IAτ,a,b,r,s . Then, there exists a monomial order on K[x] such that G is the reduced
Gröbner basis of the toric ideal IAτ,a,b,r,s . The initial ideal is generated by squarefree
quadratic (unsorted) monomials.
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Proof Let the marking be such that the initial monomial of each binomial in G is
the unsorted monomial. Since the reduction of a monomial by G with respect to this
marking corresponds to a sort of the indices of monomials, the reduction always
terminates. Hence, by Theorem 9.29, this marking is coherent, and hence given by
a monomial order.

Suppose that G is not a Gröbner basis of the toric ideal IAτ,a,b,r,s . By Theo-
rem 3.11, there exists a binomial 0 �= f ∈ IAτ,a,b,r,s such that both monomials
in f are sorted. This means that f = 0, which is a contradiction. Hence, G is a
Gröbner basis of the toric ideal IAτ,a,b,r,s . It is easy to see that the Gröbner basis G is
reduced. �

Problems

9.10 Verify that the configuration

A =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

1 1 1 0 0 0 2 1 1 0 0 2 1 1 0 0
0 0 0 1 1 1 0 1 0 2 1 0 1 0 2 1
0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1
2 1 0 2 1 0 1 1 1 1 1 0 0 0 0 0
0 1 2 0 1 2 0 0 0 0 0 1 1 1 1 1

⎞

⎟

⎟

⎟

⎟

⎟

⎠

is of Segre–Veronese type.

9.11 List up the binomials in the reduced Gröbner basis of the toric ideal of

A =
⎛

⎝

2 1 1 0 0 0
0 1 0 2 1 0
0 0 1 0 1 2

⎞

⎠

appearing in Theorem 9.32 by hand.

9.12 Prove Lemma 9.30.

Notes

A Markov chain Monte Carlo method via Markov bases was invented by Diaconis–
Sturmfels [53]. A sequential importance sampling method for multiway contingency
tables are introduced by Chen–Dinwoodie–Sullivant [34]. A relationship between a
sequential importance sampling method and the normality of toric rings appears in,
e.g., Hemmecke–Takemura–Yoshida[89].
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Dobra [55] proved that the toric ideal of a decomposable graphical model is
generated by quadratic binomials. Geiger–Meek–Sturmfels [79] extended this result
to the existence of a quadratic Gröbner basis (Theorem 9.12). Hoşten–Sullivant
[119] showed that the toric ideal of the hierarchical model arising from a quasi-
forest has a quadratic Gröbner basis (Theorem 9.10).

The notions of the r-th Lawrence lifting and the Markov/Graver complexity
were given by Santos–Sturmfels [185]. The notion of compressed polytopes was
introduced by Stanley [196]. Sullivant [206] gave a complete characterization
for compressed polytopes, and as an application, classified compressed Ar1r2···rm
(Theorem 9.25). The reduced Gröbner basis of IAr33 is given in Bofi–Rossi [18].
Vlach [214] essentially showed that K[A643] is not normal. Ohsugi–Hibi showed
that the toric rings of the configurations in the “otherwise” part in Table 9.1 are not
normal [164] and not very ample [167]. The software normaliz and 4ti2 [26] verified
that K[A553] is normal. Thus, the classification for the configuration Ar1r2···rm in
Table 9.1 can be obtained by the results in the papers [26, 164, 167, 206].

Algebras of Veronese type were studied in De Negri–Hibi [52] and Sturmfels
[202]. Algebras of Segre–Veronese type were introduced in [161] and generalized
in [4]. The notion of nested configurations is given in [3] and further developed in
[166]. Toric fiber products [207] are a generalization of Segre products and proved
to be an important concept for the study of the toric ideals arising from contingency
tables. Especially, toric fiber products turn out to be very useful in the study of
the toric ideals arising from cut polytopes of graphs, which are related with graph
models of contingency tables [203]. Shibuta generalized both nested configurations
and toric fiber products in his paper [189] on Gröbner bases of contraction ideals.
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(0,1)-polytope, 90

A
adjacent minor, 239
admissible

labeling, 254
path, 179
subsets of configurations, 248

affine semigroup, 82, 166
positive, 82

a-invariant, 44, 166
Alexander dual, 83
algebra

retract, 54
of Segre-Veronese type, 300
with straightening laws, 169

associated bipartite graph of a polyomino, 267
atom, 150
atomic, 150
augmented oriented chain complex, 81
automorphism, 119

B
binomial, 61

edge ideal, 172
ideal, 61

bipartite, 118
bipartition point, 234
boolean lattice, 142
border, 260

edge, 260
labeling of a simple polyomino, 263

branch, 174
bridge, 118
Buchberger algorithm, 26

C
canonical module, 166
category of a contingency table, 276
cell

[a, a + (1, 1)], 239
interval, 258
of a contingency table, 272

centered hexagon lattice, 148
chain, 141

polytope, 169
chessboard

configuration, 241
ideal, 241

χ2 statistics, 272
chord, 118
circuit, 108
claw, 173
claw-free, 173
clique

complex, 174
of a graph, 174

closed
graph, 173
walk, 118

clutter, 159
coefficient, 3
Cohen–Macaulay

ideal, 47
module, 45
ring, 47
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Cohen–Macaulay (Cont.)
type, 46

colon ideal, 7
column convex polyomino, 258
combinatorial pure

subconfiguration, 111
subring, 111

compatible monomial order, 150
complete

bipartite graph, 118
graph, 118
multipartite graph, 300

compressed, 298
concave corner, 261
configuration, 62

of adjacent 2-minors, 239
matrix, 62

conformal, 293
connected

adjacent minors, 241
cells, 254
component, 118
configuration of adjacent minors, 241
graph, 118
via B, 69

constant term, 3
convex

configuration, 248
corner, 261
hull, 88
polyomino, 258
polytope, 88
set, 87

coordinate ring of a polyomino, 254
corner of an edge, 254
covering, 94
cross, 118
cut point, 188

property, 190
cycle, 118

of adjacent 2-minors, 252

D
decreasing path ordering, 244
degree

of freedom, 273
of a monomial, 3
of a polynomial, 4
of a vertex, 117, 205

d-linear resolution, 42
depth, 44
determinant facet ideal, 170
diagonal of a 2-minor, 244

diamond lattice, 145
Dickson’s lemma, 5
dilated polytope, 91
dimension

of a face, 81
of a simplicial complex, 81

distributive lattice, 142
divide, 4
division algorithm, 15
divisor lattice, 142
dual, 142

E
edge

of a cell, 254
of a polytope, 89
ring, 123

elimination theorem, 29
end point, 244
ends of a path, 201
even-chord, 118
even walk, 118

F
face

of a polytope, 88
of a simplicial complex, 81
of a triangulation, 94

facet, 89, 94
factor of a contingency table, 276
finitely generated, 6
forest, 118
free

2-minor, 242
vertex of a graph, 210
vertex of a 2-minor, 242

fundamental
binomial, 297
simplex, 93
walk, 126

f -vector, 89, 99

G
geometric lattice, 150
gluing of graphs, 213
Gorenstein ring, 47
graded

Betti numbers, 40, 41
free resolution, 40
ideal, 14, 36
K-algebra, 36
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Poincaré-series, 54
R-module, 36
submodule, 36

graphical model, 291
Graver

basis, 71
basis of matrix, 293
complexity, 293

Gröbner basis, 11

H
Hardy–Weinberg equilibrium, 299
Hibi ring, 165, 169
hierarchical model, 286
Hilbert

basis theorem, 12
function, 37, 101
series, 37

holes of a polymino, 259
homogeneous, 4, 35, 36

component, 14
free presentation, 39

horizontal
border edge interval, 260
cell interval, 258
edge interval, 259

h-vector, 44
hyperplane, 88

I
ideal, 5
i-face, 81
incidence matrix, 136
increasing path ordering, 244
independent, 122
induced

matching, 198
matching number, 198
path, 196
subgraph, 117

initial
ideal, 11
monomial, 10

inner
interval of a polymino, 262
minor, 248
vertices of a path, 201

integer decomposition property, 91
integral polytope, 90
interior

cell of a cycle, 268

of a cycle, 268
of a rectilinear polygon, 261

interval, 148, 239
graph, 175
representation, 175

isotonian algebra, 170
i-th reduced simplicial cohomology, 82
i-th reduced simplicial homology, 82

J
join, 142
join-irreducible, 144
join-meet ideal, 150
j th strand, 42

K
Koszul

algebra, 49
complex, 40
filtration, 51
flag, 52, 215
graph, 208

Krull dimension, 44

L
lattice, 73, 142

basis ideal, 75
Laurent polynomial ring, 62
Lawrence lifting, 79
leaf

order, 174
of a simplicial complex, 174

length
of a chain, 141
of a path graph, 173

lexicographic order, 8
linear

extension, 150
quotients, 42
relations, 42
strand, 42

line path, 244
Lovász–Saks–Schrijver ideal, 221
Lyubeznik subset, 203

M
marginals, 272
marked

coherently, 301
polynomial, 300
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Markov
basis, 278
chain Monte Carlo method, 275
complexity, 293

meet, 142
minimal

cycle, 118
element, 4
graded free resolution, 40
Gröbner basis, 11
presentation, 39

model matrix, 278
monomial, 3

ideal, 6
order, 8

monotone path ordering, 244
m-sequence, 44
multigraded Betti-numbers, 44
multiple hypergeometric distribution, 273
multiplicity, 44

N
neighborhood of a vertex, 205
nested configuration, 305
no m-way interaction model, 295
normal, 91
normalized

Ehrhart function, 100
null hypothesis, 272

O
odd-chord, 118
odd cycle condition, 131
odd walk, 118
open interior of a rectilinear polygon, 261
order-preserving, 142
order-reversion, 154, 165
order polytope, 169
othogonal polygon, 261

P
partially ordered set (poset), 8, 141
partial order, 8
path

of adjacent 2-minors, 244
graph, 173
ordering, 244

pentagon lattice, 145
perfect elimination order, 174
permanent, 221
permanental edge ideal, 221

PI graph, 175
pin configuration, 245
planar distributive lattice, 159
Poincaré series, 49
polynomial, 4

ring, 4
polyomino, 254
poset, 141

ideal, 143
primitive, 71

cycle, 268
even closed walk, 124

principal ideal, 6
projective dimension, 42
proper interval

graph, 175
ordering, 175

pure, 148
pure lexicographic order, 9
p-value, 275

Q
quasi-forest, 174
quasi-tree, 174

R
radical

ideal, 8
of a monomial, 10

rank
function, 148
of a poset, 141
reverse lexicographic order, 151

rectilinear polygon, 260
reduced Gröbner basis, 17
reduces to 0, 19
reduction relation, 301
regular

ring, 49
sequence, 44
triangulation, 98

regularity
of a binomial edge ideal, 196, 200
of a graded module, 42
of join-meet ideals, 168

relation tree, 288
relative

interior, 166
simplicial homology, 82

remainder, 15
retraction map, 54
reverse lexicographic order, 8
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row convex polyomino, 258
rth Lawrence lifting, 292

S
saddle configuration, 245
sample set, 276
saturation, 31, 73
self crossing cycle, 268
separator, 288
shifted by a, 36
simple

graph, 117
polyomino, 258
rectilinear polygon, 261

simplex, 89
simplicial

complex, 81
polytope, 89
vertex, 176
vertex of a leaf, 288

socle, 46
sorted monomial, 303
spanning

subgraph, 117
tree, 118

sparse contingency table, 273
S-polynomial, 19
square configuration, 245
squarefree

binomial, 107
divisor complex, 82
monomial, 10, 85
monomial ideal, 10, 85
vector, 85

standard
expression, 15
graded algebras, 36
monomial, 14

Stanley–Reisner
ideal, 85
ring, 85

strongly
connected, 252
Koszul, 53

subgraph, 117
sublattice, 142
subposet, 142
support, 10

of a vector, 196

supporting hyperplane, 88
system of generators, 6
system of monomial generators, 7

T
term, 3
toric

fiber product, 305
ideal, 62, 123
ring, 62

totally ordered set, 8
total order, 8
tree, 118
triangulation, 93
type (rth Lawrence lifting), 293

U
unimodular

configuration, 107
covering, 94
polytope, 107
triangulation, 94

universal Gröbner basis, 33, 71
unmixed, 45

V
vertex, 88

of a cell, 254
of a polyomino, 254

vertical
border edge interval, 260
cell interval, 258
edge interval, 259

very ample, 91

W
walk, 118
weakly

admissible, 201
chordal, 197, 268
connected adjacent minors, 241

wedge of a path, 202

Z
Z

n-graded S-module, 38


	Preface
	Acknowledgments
	Contents
	Notation
	Part I Basic Concepts
	1 Polynomial Rings and Gröbner Bases
	1.1 Dickson's Lemma and Gröbner Bases
	Problems
	1.2 The Division Algorithm
	Problems
	1.3 Buchberger's Criterion
	Problems
	1.4 Elimination
	Problems
	1.5 Universal Gröbner Bases
	Problems
	Notes

	2 Review of Commutative Algebra
	2.1 Graded Rings and Hilbert Functions
	Problems
	2.2 Finite Free Resolutions
	Problems
	2.3 Dimension and Depth
	Problems
	2.4 Infinite Free Resolutions and Koszul Algebras
	Problems
	Notes


	Part II Binomial Ideals and Convex Polytopes
	3 Introduction to Binomial Ideals
	3.1 Toric Ideals and Binomial Ideals
	Problems
	3.2 Gröbner Bases of Binomial Ideals
	Problems
	3.3 Lattice Ideals and Lattice Basis Ideals
	Problems
	3.4 Lawrence Ideals
	Problems
	3.5 The Squarefree Divisor Complex
	Problems
	Notes

	4 Convex Polytopes and Unimodular Triangulations
	4.1 Foundations on Convex Polytopes
	4.1.1 Convex Sets
	4.1.2 Convex Polytopes
	4.1.3 Faces
	4.1.4 f-Vectors
	4.1.5 Simplicial Polytopes

	Problems
	4.2 Normal Polytopes and Unimodular Triangulations
	4.2.1 Integral Polytopes
	4.2.2 Integer Decomposition Property
	4.2.3 Normal Polytopes
	4.2.4 Triangulations and Coverings
	4.2.5 Regular Triangulations

	Problems
	4.3 Unimodular Polytopes
	Problems
	Notes


	Part III Applications in Combinatorics and Statistics
	5 Edge Polytopes and Edge Rings
	5.1 Finite Graphs
	Problems
	5.2 Edge Polytopes of Finite Graphs
	Problems
	5.3 Toric Ideals of Edge Rings
	Problems
	5.4 Normality and Unimodular Coverings of Edge Polytopes
	Problems
	5.5 Koszul Bipartite Graphs
	Problems
	Notes

	6 Join-Meet Ideals of Finite Lattices
	6.1 Review on Classical Lattice Theory
	Problems
	6.2 Gröbner Bases of Join-Meet Ideals
	Problems
	6.3 Join-Meet Ideals of Modular Non-distributive Lattices
	Problems
	6.4 Join-Meet Ideals of Planar Distributive Lattices
	Problems
	6.5 Projective Dimension and Regularity of Join-Meet Ideals
	Problems
	Notes

	7 Binomial Edge Ideals and Related Ideals
	7.1 Binomial Edge Ideals and Their Gröbner Bases
	7.1.1 Closed Graphs
	7.1.2 The Computation of the Gröbner Basis

	Problems
	7.2 Primary Decomposition of Binomial Edge Ideals and Cohen-Macaulayness
	7.2.1 Primary Decomposition
	7.2.2 Cohen–Macaulay Binomial Edge Ideals

	Problems
	7.3 On the Regularity of Binomial Edge Ideals
	7.3.1 Binomial Edge Ideals with Linear Resolution
	7.3.2 A Lower Bound for the Regularity
	7.3.3 An Upper Bound for the Regularity

	Problems
	7.4 Koszul Binomial Edge Ideals
	7.4.1 Koszul Graphs
	7.4.2 Koszul Flags and Koszul Filtrations for Closed Graphs

	Problems
	7.5 Permanental Edge Ideals and Lovász–Saks–Schrijver Ideals
	7.5.1 The Lovász–Saks–Schrijver Ideal LG
	7.5.2 The Ideals IKn and IKm,n-m
	7.5.3 The Minimal Prime Ideals of LG When -1K

	Problems
	Notes

	8 Ideals Generated by 2-Minors
	8.1 Configurations of Adjacent 2-Minors
	8.1.1 Prime Configurations of Adjacent 2-Minors
	8.1.2 Configurations of Adjacent 2-Minors with Quadratic Gröbner Basis
	8.1.3 Minimal Prime Ideals of Convex Configurations of Adjacent 2-Minors
	8.1.4 Strongly Connected Configurations Which Are Radical

	Problems
	8.2 Polyominoes
	8.2.1 Balanced Polyominoes
	8.2.2 Simple Polyominoes
	8.2.3 A Toric Presentation of Simple Polyominoes

	Problems
	Notes

	9 Statistics
	9.1 Basic Concepts of Statistics (2-Way Case)
	Problems
	9.2 Markov Bases for m-Way Contingency Tables
	Problems
	9.3 Sequential Importance Sampling and Normality of Toric Rings
	Problems
	9.4 Toric Rings and Ideals of Hierarchical Models
	9.4.1 Decomposable Graphical Models
	9.4.2 No m-Way Interaction Modelsand Higher Lawrence Liftings

	Problems
	9.5 Segre–Veronese Configurations
	Problems
	Notes


	References
	Index

